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Preface
Wireless technologies for technical and business communications have been available for over a century and are widely used for many popular applications.   The use of wireless technologies in the power system is also not new.   Its use for system monitoring, metering and data gathering goes back several decades.   However, the advanced applications and widespread use now foreseen for the Smart Grid require highly reliable, secure, well designed and managed communication networks.  

The decision to apply wireless technologies for any given set of applications is a local decision that must take into account several important elements including both technical and business considerations.  Smart Grid applications requirements must be defined with enough specificity to quantitatively define communications traffic loads, levels of performance and quality of service.   Applications requirements must be combined with as complete a set of management and security requirements for the life-cycle of the  system.  These requirements can then used to assess the suitability of various wireless technologies to meet the requirements in the particular applications environment.   

This report is a draft of key tools to assist Smart Grid system designers in making informed decisions about existing and emerging wireless technologies.   An initial set of quantified requirements have been brought together for advanced metering infrastructure (AMI) and initial Distribution Automation communications.   These two areas present technological challenges due to their scope and scale.   These systems will span widely diverse geographic areas and operating environments and population densities ranging from urban to rural.

The wireless technologies presented here encompass different technologies that range in capabilities, cost, and ability to meet different requirements for advanced power systems applications.    System designers are be further assisted by the presentation of a set of wireless capability characteristics matrices for existing and emerging standards based wireless technologies.   Details of the capabilities are presented in this report as a way for designers to initially sort through the available wireless technology options.  

To further assist decision making, the document presents a set of tools in the form of models that can be used for parametric analyses of the various wireless technologies.
This document represents an initial set of guidelines to assist Smart Grid designers and developers in their independent evaluation of candidate wireless technologies.  While wireless holds many promises for the future it is not without limitations.  In addition wireless technology continues to evolve.   Priority Action Plan 2 is fundamentally cuts across the entire landscape of the Smart Grid.  Wireless is one of several communications options for the Smart Grid that must be approached with technical rigor to ensure communication systems investments are well suited to meet the needs of the Smart Grid both today as well as in the future.

Follow-on reports under Priority Action Plan 2 will include further requirements development for advanced distribution automation, transmission wide area measurement and control and advancements in customer communications.   These requirements will be drawn from power industry sources and significant projects underway such as the North American Synchrophasor Initiative and work taking place now within other Priority Action Plans and Smart Grid Interoperability Panel (SGIP) committees.

The scope and scale of wireless technology will represent a significant capital investment.  In addition the Smart Grid will be supporting a wide diversity of applications including several functions that represent critical infrastructure for the operation of the Nations electric and energy services delivery systems.

Feedback and critical review of this document are welcome.  Individuals interested in directly participating in follow on work are encouraged to join in assisting with tasks defined within PAP 2 on the SGIP twiki page at http://collaborate.nist.gov/twiki-sggrid/bin/view/SmartGrid/PAP02Wireless.
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1 Overview of the Process

The process by which this document was generated is based on the six tasks for Priority Action Plan 2 (PAP#2).

· http://collaborate.nist.gov/twiki-sggrid/bin/view/SmartGrid/PAP02Wireless

Task 1: Segment the smart grid and wireless environments into a minimal set of categories for which individual wireless requirements can be identified.  This was accomplished by the creation of a template (app_matrix_pap.xls) for input to application communication requirements.  This template contained two main sheets one for characterizing the user application and the other for characterizing the physical devices that would be used for the user applications.  With this template as a basis OpenSG
 submitted a subset of user application quantitative information (SG Network System Requirements Specification v4.0.xls). See section 3.4.

Task 2: Develop Terminology and definitions.  This was accomplished by combining the terms and definitions from the various input documents to other tasks of PAP#2, as well as using those from the base Smart Grid documents (Second DRAFT NIST IR 7628 Smart Grid Cyber Security Strategy and Requirements and NIST Framework and Roadmap for Smart Grid Interoperability Standards, Release 1.0).  For Acronyms see 2.1 and definitions see 2.2.
Task 3: Compile and communicate use cases and develop requirements for all smart grid domains in terms that all parties can understand.  This task is in progress and has been partially completed for the submitted user applications (see 3.3) and the smart grid domains that are applicable to the user requirements.

Task 4: Compile and communicate a list of capabilities, performance metrics, etc. in a way that all parties can understand. - Not quantifying any standard, just defining the set of metrics.  This was accomplished by default with the submission for Task 5.

Task 5: Create an inventory of wireless standards and their associated characteristics (defined in task 4) for the environments identified in task 1.  The Wireless Functionality and Characteristics Matrix for the identification of Smart grid domain application (Consolidated_NIST_Wireless_Characteristics_Matrix-V4.xls.) excel spread sheet captures a list of wireless standards and their associated characteristics.  (See Error! Reference source not found.)

Task 6: Perform the mapping and conduct an evaluation of the wireless technologies based on the criteria and metrics developed in task 4.  This is the subject of Sections 5–7 of this document (Modeling and Evaluation Approach


 (5) Findings / Results (6), and Conclusions (7)).
2 Acronyms and Definitions
The acronyms and definitions provided are used in this document and in its referenced supporting documentation.
2.1 Acronyms
	AC
	Alternating Current

	AICPA
	American Institute of Certified Public Accountants


	AMI
	Advanced Metering Infrastructure

	AMS
	Asset Management System

	ASAP-SG
	Advanced Security Acceleration Project-Smart Grid

	B2B
	Business to Business

	BAN
	Business Area Network

	CIM
	Common Information Model

	CIP
	Critical Infrastructure Protection

	CPP
	Critical Peak Pricing

	CSWG
	Cyber Security Working Group

	DA
	Distribution Automation

	DAC
	Distributed Application Controller

	DAP
	Data Aggregation Point

	DER
	Distributed Energy Resources

	DHS
	Department of Homeland Security


	DMS
	Distribution Management System

	DNP
	Distributed Network Protocol

	DOE
	Department of Energy

	DOMA
	Distribution Operations Model and Analysis

	DR
	Demand Response

	DRMS
	Distribution Resource Management System

	DSDR
	Distribution Systems Demand Response

	DSM
	Demand Side Management

	EMS 
	Energy Management System

	EPRI
	Electric Power Research Institute


	ES
	Electric Storage

	ESB
	Enterprise Service Bus

	ESI
	Energy Services Interface

	ET
	Electric Transportation

	EUMD
	End Use Measurement Device

	EV/PHEV 
	Electric Vehicle/Plug-in Hybrid Electric Vehicles

	EVSE
	Electric Vehicle Service Element

	FAN
	Field Area Network

	FEP
	Front End Processor

	FERC
	Federal Energy Regulatory Commission


	FIPS
	Federal Information Processing Standard Document

	FLIR
	Fault Location, Isolation, Restoration

	G&T
	Generations and Transmission

	GAPP
	Generally Accepted Privacy Principles

	GIS
	Geographic Information System

	GL
	General Ledger

	GPRS
	General Packet Radio Service

	HAN
	Home Area Network

	HMI
	Human-Machine Interface

	HVAC
	Heating, Ventilating, and Air Conditioning

	I2G
	Industry to Grid

	IEC
	International Electrotechnical Commission


	IED
	Intelligent Electronic Device

	IHD
	In-home Display

	ISA
	International Society of Automation


	ISO
	Independent System Operator

	
	International Organization for Standardization

	IT
	Information Technology

	LAN
	Local Area Network

	LMS
	Load management System

	LMS/DRMS
	Load Management System/ Distribution Resource Management System

	LV
	Low voltage (in definition)

	MAC
	Medium Access Control

	MDMS
	Meter Data Management System

	MFR
	Multi-Feeder Reconnection

	MSW
	Meter Service Switch

	MV
	Medium Voltage

	NAN
	Neighborhood Area Network

	NERC
	North American Electric Reliability Corporation


	NIPP
	National Infrastructure Protection Plan

	NISTIR
	NIST Interagency Report

	NMS
	Network Management System

	ODW
	Operational Data Warehouse

	OMS
	Outage Management System

	OWASP
	Open Web Application Security Project

	PAP
	Priority Action Plan

	PCT
	Programmable Communicating Thermostat

	PEV
	Plug-In Electric Vehicle

	PHEV 
	Plug-in Hybrid Electric Vehicle

	PI
	Process Information

	PIA
	Privacy Impact Assessment

	PII
	Personally Identifying Information

	R&D
	Research and Development

	REP
	Retail Electric Provider

	RTO
	Regional Transmission Operator

	RTP
	Real Time Pricing

	RTU
	Remote Terminal Unit

	SCADA
	Supervisory Control and Data Acquisition

	SCE
	Southern California Edison


	SDO
	Standards Development Organization

	SGIP
	Smart Grid Interoperability Panel

	SGIP-CSWG
	SGIP – Cyber Security Working Group

	SM
	Smart Meter

	SP
	Special Publication

	SSP
	Sector-Specific Plans

	T/FLA
	Three/Four Letter Acronym

	TOU
	Time Of Use

	VAR
	Volt-Amperes Reactive

	VVWS
	Volt-VAR-Watt System

	WAMS
	Wide-Area Measurement System

	WAN
	Wide Area Network

	WASA
	Wide Area Situational Awareness

	WLAN
	Wireless Local Area Network

	WMS
	Work Management System


2.2 Definitions

	Actor
	A generic name for devices, systems, or programs that make decisions and exchange information necessary for performing applications: smart meters, solar generators, and control systems represent examples of devices and systems.

	Anonymize
	A process of transformation or elimination of PII for purposes of sharing data

	Aggregation
	Practice of summarizing certain data and presenting it as a total without any PII identifiers

	Aggregator
	SEE FERC OPERATION MODEL

	Applications
	Tasks performed by one or more actors within a domain.

	Asset Management System 
	A system(s) of record for assets managed in the Smart Grid.  Management context may change (e.g. financial, network).

	Capacitor Bank 
	This is a device used to add capacitance as needed at strategic points in a distribution grid to better control and manage VARs and thus the Power Factor and they will also affect voltage levels.

	Common Information Model
	A structured set of definitions that allows different Smart Grid domain representatives to communicate important concepts and exchange information easily and effectively.

	Common Web Portal
	Web interface for Regional Transmission Operator, customers, retail electric providers and transmission distribution service provider to function as a clearing house for energy information.  Commonly used in deregulated markets.

	Data Collector
	See Substation Controller

	Data Aggregation Point
	This device is a logical actor that represents a transition in most AMI networks between Wide Area Networks and Neighborhood Area Networks.  (e.g. Collector, Cell Relay, Base Station, Access Point, etc)

	De-identify
	A form of anonymization that does not attempt to control the data once it has had PII identifiers removed, so it is at risk of re-identification.

	Demand Side Management
	A system that co-ordinates demand response / load shedding messages indirectly to devices (e.g. Set point adjustment)

	Distribution Management System
	A system that monitors, manages and controls the electric distribution system.

	Distribution Systems Demand Response
	A system used to reduce load during peak demand.  Strictly used for Distribution systems only.

	Electric Vehicle/Plug-in Hybrid Electric Vehicles
	Cars or other vehicles that draw electricity from batteries to power an electric motor. PHEVs also contain an internal combustion engine.

	Energy Services Interface
	Provides the communications interface to the utility. It provides security and, often, coordination functions that enable secure interactions between relevant Home Area Network Devices and the Utility.  Permits applications such as remote load control, monitoring and control of distributed generation, in-home display of customer usage, reading of non-energy meters, and integration with building management systems.  Also provides auditing/logging functions that record transactions to and from Home Area Networking Devices.

	Enterprise Service Bus
	The Enterprise Service Bus consists of a software architecture used to construct integration services for complex event-driven and standards-based messaging to exchange meter or grid data. The ESB is not limited to a specific tool set rather it is a defined set of integration services.

	Fault Detector 
	A device used to sense a fault condition and can be used to provide an indication of the fault.

	Field Force
	Employee working in the service territory that may be working with Smart Grid devices.

	Generally Accepted Privacy Principles
	Privacy principles and criteria developed and updated by the AICPA and Canadian Institute of Chartered Accountants to assist organizations in the design and implementation of sound privacy practices and policies.

	Home Area Network
	A network of energy management devices, digital consumer electronics, signal-controlled or enabled appliances, and applications within a home environment that is on the home side of the electric meter.

	Intelligent Fault Detector
	A device that can sense a fault and can provide more detailed information on the nature of the fault, such as capturing an oscillography trace.

	ISO/IEC27001
	Provides an auditable international standard that specifies the requirements for establishing, implementing, operating, monitoring, reviewing, maintaining and improving a documented Information Security Management System within the context of the organization's overall business risks. It uses a process approach for protection of critical information

	Last Gasp
	Refers to the capability of a device to emit one last message when it loses power. Concept of an energized device within the Smart Grid detecting power loss and sending a broadcast message of the event


	Load Management System
	A system that controls load by sending messages directly to device (e.g. On/Off)

	Low Voltage Sensor
	A device used to measure and report electrical properties (such as voltage, current, phase angle or power factor, etc.) at a low voltage customer delivery point.

	Medium Voltage Sensor
	A device used to measure and report electrical properties (such as voltage, current, phase angle or power factor, etc.) on a medium voltage distribution line.

	Motorized Switch
	A device under remote control that can be used to open or close a circuit.

	Neighborhood Area Network
	A network comprised of all communicating components within a distribution domain.  

	Network Management System
	A system that manages Fault, Configuration, Auditing/Accounting, Performance and Security of the communication.  This system is exclusive from the electrical network.

	Outage Management System
	A system that receives out power system outage notifications and correlates where the power outage occurred

	Personal Information
	Information that reveals details, either explicitly or implicitly, about a specific individual’s household dwelling or other type of premises.  This is expanded beyond the normal "individual" component because there are serious privacy impacts for all individuals living in one dwelling or premise.  This can include items such as energy use patterns or other types of activities.  The pattern can become unique to a household or premises just as a fingerprint or DNA is unique to an individual.

	Phase Measuring Unit
	A device capable of measuring the phase of the voltage or current waveform relative to a reference.

	Power Factor
	A dimensionless quantity that relates to efficiency of the electrical delivery system for delivering real power to the load.  Numerically, it is the Cosine of the phase angle between the voltage and current waveforms.  The closer the power factor is to unity the better the inductive and capacitive elements of the circuit are balanced and the more efficient the system is for delivering real power to the load(s).

	Privacy Impact Assessment
	A process used to evaluate the possible privacy risks to personal information, in all forms, collected, transmitted, shared, stored, disposed of, and accessed in any other way, along with the mitigation of those risks at the beginning of and throughout the life cycle of the associated process, program or system

	Programmable Communicating Thermostat
	A device within the premise that has communication capabilities and controls heating, ventilation and cooling systems.

	Recloser (non-Team)
	A device used to sense fault conditions on a distribution line and trip open to provide protection.  It is typically programmed to automatically close (re-close) after a period of time to test if the fault has cleared.  After several attempts of reclosing it can be programmed to trip open and stop trying to reclose until reset either locally or under remote control.

	Recloser (Team)
	A device that can sense fault conditions on a distribution line and to communicate with other related reclosers (the team) to sectionalize the fault and provide a coordinated open/close arrangement to minimize the effect of the fault.

	Regional Transmission Operator
	An organization that is established with the purpose of promoting efficiency and reliability in the operation and planning of the electric transmission grid and ensuring non-discrimination in the provision of electric transmission services based on the following required/demonstrable characteristics and functions.

	Remote Terminal Unit 
	Aggregator of multiple serialized devices to a common communications interface

	Sub Meter
	Premise based meter used for Distributed Energy Resources and PHEV.  This device may be revenue grade.

	Substation Controller
	Distributed processing device that has supervisory control or coordinates information exchanges from devices within a substation from a head end system.

	Transformer (MV-to-LV)
	A standard point of delivery transformer.  In the Smart Grid context it is assumed there will be a need to measure some electrical or physical characteristics of this transformer such as voltage (high and/or low side) current, MV load, temperature, etc.

	Use Case
	A systems engineering tool for defining a system’s behavior from the perspective of users.  In effect, a use case is a story told in structure and detailed steps—scenarios for specifying required usages of a system, including how a component, subsystem, or system should respond to a request that originates elsewhere.

	Voltage Regulator 
	This device is in effect an adjustable ratio transformer positioned at strategic points in a distribution grid and is utilized to better manage and control the voltage as it changes along the distribution feeder.

	VAR – Volt-Amperes Reactive;
	In an AC power system the voltage and current measured at a point along the delivery system will often be out of phase with each other as a result the combined effects of the resistive and reactive (i.e. the capacitance and inductive) characteristics of the delivery system components and the load.  The phase angle difference at a point along the delivery system is an indication of how well the inductive and capacitive effects are balanced at that point.  The real power passing that point is the product of the magnitude of the Voltage and Current and the Cosine of the angle between the two.  The VAR parameter is the product of the magnitude of the Voltage and Current and the Sine of the angle between the two.  The magnitude of the VAR parameter is an indication of the phase imbalance between the voltage and current waveforms.

	Web Portal
	Interface between energy customers and the system provider.  Could be the utility or a third party.

	Link Budget
	Accounts for the attenuation of the transmitted signal due to antenna gains, propagation, and miscellaneous losses.

	Packet
	A formatted unit of data sent across a network.

	Header


	The portion of a packet, before the data field that typically contains source and destination addresses , control fields and error check fields.

	Goodput


	Goodput is the application level throughput, i.e. the number of useful bits per unit of time forwarded by the network from a certain source address to a certain destination, excluding protocol overhead, and excluding retransmitted data packets.

	Throughput


	The number of bits (regardless of purpose) moving over a communications link per unit of time. Throughput is most commonly expressed in bits per second.


	Rate Adaptation


	The mechanism by which a modem adjusts its modulation scheme, encoding and/or speed in order to reliably transfer data across channel exhibiting different SNR characteristics.

	
	


3 Smart Grid Conceptual Model and Business Functional Requirements
This section provides an overview of the primary sets of information that UCAiug – OpenSG – SG Communications – SG Network Task Force (SG Network TF), prepared to address Task 3 of PAP 2, plus an explaination of how this information is intended to be interpreted and an example of how to consume the information as an input into other analysis tools e.g. network traffic modeling.

3.1 Smart Grid Conceptual Reference Diagrams
SG Network TF expanded upon the Smart Grid conceptual reference diagram that was introduced in version 1.0 of the NIST Smart Grid Interoperability Framework and other reference diagrams included in NISTIR 7628. The Smart Grid conceptual reference diagram is included below, along with two views of SG Network TF’s conceptual reference diagrams, one without and one with cross domain data flows. Alternative (optional) interfaces between actors and communication paths to amongst actors are also contained in the diagrams. These reference diagrams are further explained in Smart Grid use case documentation and detailed business functional and volumetric requirements in the sections that follow.
[image: image1.emf]
Figure 1 - Smart Grid Conceptual Reference Diagram
[image: image2.emf]
Figure 2 - OpenSG_SG Network TF Smart Grid Conceptual Reference Diagram
[image: image3.emf]
Figure 3 - OpenSG_SG Network TF Smart Grid Conceptual Reference Diagram with Cross Domain Data Flows
The latest set of SG Network TF reference diagrams are located at

· http://osgug.ucaiug.org/UtiliComm/Shared%20Documents/Latest_Release_Deliverables/Diagrams/

3.2 List of Actors
The table below maps the actors included in the SG Network TF Smart Grid Conceptual Reference Diagram (Figure ) and the NIST smart grid conceptual reference diagram (
Figure 1
).  The SG Network TF high level list of actors are further qualified by domain and sub-domain as used in documenting the Smart Grid business functional and volumetric requirements.
Table 1: Mapping of actors to domain names

	SG Network TF Reference Diagram Descriptor (Actor)
	SG Network TF Ref Diagram Domain Name 
	Related NIST Diagram Descriptor (Actor)

	Field Tools
	
	

	Generators 
	Bulk Generation
	Generators 

	Market Services Interface 
	Bulk Generation
	Market Services Interface

	Plant Control Systems 
	Bulk Generation 
	Plant Control Systems

	
	Customer
	Electric Storage

	Customer EMS 
	Customer
	Customer EMS

	DERs (Solar, Wind, premise generation sources)
	Customer
	Distributed Generation

	ESI (Broadband) 
	Customer 
	Energy Services Interface

	ESI (In Meter) 
	Customer 
	Energy Services Interface

	EVSE / EUMD 
	Customer
	Customer Equipment

	HVAC 
	Customer
	Customer Equipment

	IHD (In Home Device) 
	Customer 
	Customer Equipment

	Load Control Device 
	Customer
	Customer Equipment

	PCT 
	Customer
	Thermostat

	PHEV 
	Customer
	Electric Vehicle

	Phone/Email/Text/Web 
	Customer
	Customer Equipment

	Smart Appliances 
	Customer 
	Appliances

	Smart Meter 
	Customer 
	Meter

	Sub-Meter 
	Customer 
	Customer Equipment

	Two Way Meter 
	Customer 
	Meter

	Capacitor Bank 
	Distribution 
	Field Device

	Circuit Breaker 
	Distribution 
	Field Device

	Recloser
	Distribution 
	Field Device

	Sectionalizer 
	Distribution 
	Field Device

	Switch 
	Distribution 
	Field Device

	Voltage Regulator 
	Distribution 
	Field Device

	Distributed Application Controller (DAC) 
	Distribution / Transmission
	Substation Controller

	Distributed Generation
	Distribution / Transmission
	Distributed Generation

	Distributed Storage (Substation to 4-6 residential customer per size)
	Distribution / Transmission
	Storage System

	FAN Gateway 
	Distribution / Transmission
	

	Field Sensors 
	Distribution / Transmission
	Field Device

	RTU 
	Distribution / Transmission
	Data Collector

	Substation Devices 
	Distribution / Transmission
	Substation Device

	Energy Market Clearinghouse 
	Markets 
	Energy Market Clearinghouse

	Retailer/Wholesaler 
	Markets 
	Aggregator/Retail Energy Provider

	RTO/ISO 
	Markets 
	RTO/ISO

	Aggregator 
	Markets / Service Providers
	Aggregator

	
	Operations 
	Asset Mgmt

	
	Operations 
	WAMS

	AMI Head-End 
	Operations 
	Metering System

	Analytic Database
	Operations
	

	Distr. SCADA FEP 
	Operations 
	Distr. SCADA

	DSM
	Operations 
	Demand Response

	EMS 
	Operations 
	Utility EMS

	Event/OMS 
	Operations 
	

	GIS 
	Operations 
	

	GL / Accounts Payable / Receivable
	Operations 
	

	LMS 
	Operations 
	

	MDMS 
	Operations 
	MDMS

	NMS 
	Operations 
	

	RTO SCADA 
	Operations 
	RTO SCADA 

	Trans. SCADA FEP 
	Operations 
	Trans. SCADA FEP 

	Utility DMS 
	Operations 
	DMS

	Utility EMS 
	Operations 
	EMS

	Work Management System 
	Operations 
	

	Bill Payment Orgs/Banks 
	Service Provider 
	Other

	Common Web Portal-Jurisdictional 
	Service Provider 
	Other

	Home/Building Manager 
	Service Provider 
	Home/Building Manager 

	Internet/Extranet Gateway 
	Service Provider
	

	ODW 
	Service Provider 
	

	REP CIS/Billing 
	Service Provider 
	Retail Energy Providers Billing

	REP CIS/Billing
	Service Provider 
	Retail Energy Providers CIS

	Utility CIS/Billing 
	Service Provider 
	Utility CIS

	Utility CIS/Billing 
	Service Provider 
	Utility Billing

	Web Portal 
	Service Provider 
	


3.3 Smart Grid Use Cases
From the Interoperability Knowledge Base (IKB),
· http://collaborate.nist.gov/twikisggrid/in/view/SmartGrid/InteroperabilityKnowledgeBase#Use_Cases

use cases come in many shapes and sizes.  With respect to the IKB, fairly comprehensive use case descriptions are used to expose functional requirements for applications of the Smart Grid.  In order to provide this depth, these use cases contain the following:

· Narrative:
a description in prose of the application represented including all important details and participants described in the context of their activities

· Actors:
identification of all the persons, devices, subsystems, software applications that collaborate to make the use case work

· Information Objects:
defines the specific aggregates of information exchanged between Actors to implement the use case

· Activities/Services:
description of the activities and services this use case relies on or implements

· Contracts/Regulations:
what contractual or regulatory constraints govern this use case

· Steps:
the step by step sequence of activities and messaging exchanges required to implement the use case

For use cases following this description, see:

· http://collaborate.nist.gov/twiki-sggrid/bin/view/SmartGrid/IKBUseCases

SG-Network TF performed an exercise to research and to identify all pertinent use cases that involve network communication to help satisfy the OpenSG input requirements into the NIST PAP 2 tasks.  Use cases from several sources (Southern California Edison, Grid Wise Architectural Console, EPRI and others) were researched.  Table 2 summarizes the use cases SG-Network TF has currently in scope for this work effort.
Table 2: OpenSG_SG Network TF Use Cases and Status

	Smart Grid Use Case
	Requirements in Release 4.0 of the Requirements Table, or planned for later release(s)

	Accounting Management
	Yes

	Configuration Management
	Yes

	Direct Load Control
	Yes

	Distributed Storage
	Yes

	DSDR - Centralized Control
	Yes

	Fault Clear Isolation Reconfigure
	Yes

	Fault Management
	Yes

	Meter Events
	Yes

	Meter Read
	Yes

	Pre-Pay Metering
	Yes

	Service Switch
	Yes

	Customer Information / Messaging
	Partial

	Demand Response
	Partial

	Distribution automation support
	Partial

	Outage Restoration Management
	Partial

	PHEV
	Partial

	Premise Network Administration
	Partial

	Security Management
	Partial

	System Updates
	Partial

	Volt/VAR Management
	Partial

	Distributed Generation
	Planned

	Field Force Tools
	Planned

	Performance Management
	Planned

	Pricing TOU / RTP/ CPP
	Planned

	Transmission automation support
	Planned


Documenting and describing the in-scope Smart Grid use cases by SG Network TF is contained in the System Requirements Specification (SRS) document. The SG Network TF objective for the SRS is to provide sufficient information for the reader to understand the overall business requirements for a smart grid implementation and to summarize the the business volumetric requirements at a use case payload level as focused on the communications networking requirements, without documenting the use cases  to the full level of documentation detail as described by the IKB. 
The scope of the SRS focuses on explaining: the objectives, approach to documenting the use cases; inclusion of summarization of the network and volumetric requirements and necessary definition of terms; and guidance upon how to interprete and consume the business functional and volumetric requirements. The latest released version of the SRS is located at

· http://osgug.ucaiug.org/UtiliComm/Shared%20Documents/Latest_Release_Deliverables/

with a file name syntax of “SG Network System Requirements Specification vN.doc”.

3.4 Smart Grid Business Functional and Volumetric Requirements
There are many smart grid user applications (use cases) collections of documentation. Many have text describing the user applications (see IKB), but few contain quantitative business requirements, which are necessary: to design communications protocols; assess; and/or plan communication networks.  OpenSG_SG Communications_SG Network TF took on the task to document the Smart Grid business functional and volumetric requirements for input into the NIST PAP 2 tasks and to help fill this requirements documentation void.  The current SG-Network business functional and volumetric requirements are located at

· http://osgug.ucaiug.org/UtiliComm/Shared%20Documents/Latest_Release_Deliverables/

with a file name syntax of “SG Network System Requirements Specification vN.N.xls”.  This spreadsheet is referred to below as the Requirements Table.
Instructions for how to document the business functional and volumetric requirements was prepared for the requirement authors, but also can be used by the consumer of the Requirements Table to better understand what is and is not included, and how to interpret the requirement data. The requirements documentation instructions are located at:
· http://osgug.ucaiug.org/UtiliComm/Shared%20Documents/Latest_Release_Deliverables/

with a file name syntax of “rqmts-documentation-instructions-rN.N.doc”.
The Requirements Table consists of several major sets of information for each use case e.g.:

· Business functional requirement statements are documented as individual information flows (e.g., specific application payload requirement sets). This is comparable to what many use case tools capture as information flows and/or illustrated in sequence diagram flows.

· To the baseline business requirements are added the:
· volumetric attributes (the when, how often, with what availability, latency, application payload size). Take note that the SG Network TF Requirements Table definition for some terms e.g. “Latency” is different than the classic use latency across a network link. Refer to the SG Network TF Requirements Documentation Instructions for that detailed 
definition.
· an assignment of the security confidentiality, integrity, and availability low-medium-high risk values for that application payload

· Payload requirement sets are grouped rows in the table that contain all the detailed actor to actor passing of the same application payloads in a sequence that follows the main data flow from that payload’s originating actor to primary consuming actor(s) across possible multiple communication paths that a deployment might use.  The payload requirements’ sets will always contain a parent (main) actor to actor row and most will contain child (detailed) rows for that requirement set.

· Payload communication path (information or data flow) alternatives that a given smart grid deployment might use.

The process of requirements gathering and documentation has been evolutionary in nature as various combinations of: additional attributes are documented; use cases added; payload requirement sets added; and alternative communication paths documented. The SG Network TF has defined over 1400 (as of release 4.0) functional and volumetric detailed requirements rows in the Requirements Table representing 165 different payloads  for 18 use cases. 
SG Network TF intends to continue this incremental version release approach to manage the scope and focus on documenting the requirements for specific use cases and payloads, yet giving consumers of this information something to work with and provide feedback for consideration in the next incremental releases. It is expected that the number of requirements rows in the Requirements Table will more than double if not triple from the current size when completed.

To effectively use the business functional and volumetric requirements, the consumer of the Requirements Table must:

· select which use cases and payloads are to be included

· select which communication path scenario (alternative) is to be used for each of the main information/data flows from originating actor to target consuming actor

· specify the size (quantity and type of devices) of the smart grid deployment

· perform other tweaks to the payload volumetrics to match that smart grid deployment’s needs

The current Requirements Table as a spreadsheet is not very conducive to performing these tasks.  SG-Network TF is building a database that is synchronized with the latest release of the Requirements Table (spreadsheet). SG Network TF will be adding capabilities to the database to: solicit answers to the questions summaried above; query the database; and return the results. The current SG-Network TF Requirements Database and related use documentation are located at

· http://osgug.ucaiug.org/UtiliComm/Shared%20Documents/Latest_Release_Deliverables/ Rqmts_Database/
Use of 

3.5 Smart Grid User Applications’ Quantitative Requirements for PAP 2 Tasks
An earlier release of the Requirements Table (i.e., “SG Network System Requirements Specification v2.1” (March 12, 2010) contained sufficient data for consideration as a partial list of Smart Grid user applications’ quantitative requirements to PAP 2.  This version contained three user applications (use cases): meter reading, PHEV, and service switching along with their quantitative (volumetric attributes) requirements.

Subsequent releases of the Requirements Table from SG-Network have also been made available to PAP 2 for their use. Release 4.0 of the Requirements Table contains 18 use cases. As SG Network TF continues to provide incremental Requirement Table releases and eventually completes that effort, that availability of quantified business functional and volumetric data will provide PAP 2 and the reader of this document with a more complete set of smart grid business functional and volumetric requirement data for assessment of any given network standard and technology against. This is not a do it once and it’s done type of task.
3.6 Adapt SG Network TF’s Requirements Table Data for Use in Network 
Modeling Tools
When examining the detailed records of the Requirements Table and as noted in section 3.4, there are several decisions and selections the consumer of the Requirements Table must make. This section identifies a method for making those decisions and selections, and how to adapt the detailed quantified requirements into a form that can be loaded into the wireless mode in section 5.1 or into any other traffic modeling or assessment tool.


Method:
Step 1 - Determine which use cases (applications) to use
Step 2 - Select which actor to actor interface is to be investigated:

a) which communication path

b) which network link

Step 3 - Identify the applications` events (payloads) that are to be used
Step 4 - Select one value for metrics where ranges are provided.

Step 5 - Assume (and document) values for missing information.

Step 6 - Select which type of data analysis method is to be used:

a) aggregation of data volumetrics based on values per a specified time period for input into a static system model
b) simulation of multiple discrete transactions (payloads) retaining each events unique data volumetrics and profiles
Step 7 – Finalize the data preparation tasks based on the selections and assumptions from steps 1-6.



As of April 12, 2010 there were three user applications provided (meter reading, PHEV, and service switching) in the SG Network System Requirements Specification v2.1.  The remainder of this section provides an EXAMPLE of using the steps above for a very limitied and focused amount of requirements from the Requirements Table. The user of the Requirements Table and this method needs to perform the steps specific to the objectives and scope of their assessment.
Example use of the method
Step 1 - Determine which use cases (applications) to use 

The spreadsheet filter feature can be used on the “Use Case Ref” column to identify and select which uses cases are of interest. For this EXAMPLE exercising of the steps, all three of the available use cases will be used e.g. Meter reading, PHEV, and Service Switch.
Step 2 - Select which actor to actor interface is to be investigated:

a) which communication path
Using the filtered view of the Requirements Table for the three selected applications and reviewing the distinct 2-way communications between the “From” and “To” actors indicates there are 32 unique one directional primary “From-To” actor pairings, excluding all the intermediary actor to actor pairings.
Let’s focus on the DAP from/to Smart Meter actor to actor pairing.
b) which network link
In reviewing the SG Network TF Reference Diagrams (reference Figure 2 and 3), indicates that there is one network interface “MA” between the DAP and the Smart Meter (that includes the ESI – in meter module) or to the 2-way meter (that excludes the ESI module). There are two data flows that identified between the DAP to the Smart Meter: “1D’” which is intended to deal with that traffic terminating with the meter metrology, and “5Ba” which is terminating with the ESI module in meters that have ESI modules. Without getting too technology specific, many technologies for communicating with 2-way meters use one network interface module that “MA” interfaces to. Consequently, both the “1D” and “5Ba” data flows would tranverse across the “MA” interface. 

The vast majority of the communication interfaces included in the Requirements Table are documented as data flows, which can be further decomposed to specific network actor to actor or actor to network or network to network links. If the modeling effort is intended to focus on ALL traffic that passes across a network link e.g. “MA”, then regardless of the payloads or use cases, the all business requirements in the Requirements Table that have data flows that traverse that inferface MUST be used in selecting the requirements data for analysis.
For this simple example, let’s focus on just the payloads that are targeted to the Smart Meter metrology from the DAP “1D” and NOT the traffic with the ESI –in meter module via “5Ba”.

Step 3 – Identify the applications` events (payloads) that are to be used
Using the Requirements Table filter capabilities, using any two of the following three column filters:

· “Data Flow Ref” contains “1D”

· “Data Flow from Actor” equals “DAP”

· “Data Flow to Actor” equals “Smart Meter” 

five events are present in the DAP to Smart Meter direction
· 2 for the meter reading application,

· multiple interval meter reading request and 

· on-demand meter read requests.
· 3 for Service Switch application
· cancel service switch operate request,

· service switch operate request, and

· service switch state request.

· 0 for all other applications

and after resetting the filters immediately prior, using any two of the following three column filters:

· “Data Flow Ref” contains “1D”

· “Data Flow from Actor” equals “Smart Meter”

· “Data Flow to Actor” equals “DAP” 

ten events are present in the Smart Meter to DAP direction
· 6 for meter reading application,

· multiple interval meter read data 

· Commercial / Industrial Gas smart meters,
· Commercial / Industrial Electric meters,

· Residential gas smart meters, and

· Residential electric smart meters.
· on-demand read request app errors, and
· on-demand meter read data.

· 4 for Service Switch application
· send service switch operate acknowledgment,

· send service switch operate failure,
· send metrology information after a successful service switch operate, and

· send service switch state data.

· 0 for all other applications

Step 4 - Select one value for metrics where ranges are provided.

Use the information from these events (and perhaps others) to calculate the individual contribution of each event in terms of its frequency (Requirements Table “How Often” values), and its application payload size. Please note that the Requirements Table “Daily Clock Periods” values directly impacts the frequency calculations when the frequency is taken down from say a daily value to an hourly value for specific time blocks in the day, referr to the hourly columns in tables 3 and 4 below. Also if the hour of consideration is shifted to an evening hour, the values may or may not change depending upon the “Daily Clock Periods” for that payload (event).
These metrics have either ranges of values or scalar values.  An example of a range of values is the multiple interval meter read data (Commercial / Industrial Gas smart meters) where the frequency is 1 – 6 transactions per day and the size of the data is 1600 bytes – 2400 bytes.  An example of a scalar value is the send service switch operate failure to DAP where the frequency is 1 trans per 1000 switch operate per day.  Since this is an error based on the original number of switch operate commands, we must obtain that event’s frequency information, which is 1 - 50 transactions per 1000 meters per day.

For each of the possible range of values select a value that is meaningful to your particular deployment scenario.  The following tables contain EXAMPLE selections of values.
Table 3: Selected values for DAP to Smart meter direction

	Event
	How often 

(events/SM/day)
	How often (events/SM/mid-day hour)
	Size 
(bytes)

	multiple interval meter reading request
	25 events /1000 SMs/day
	Daily value/11
	25

	on-demand meter read requests
	25/1000
	Daily value/15
	25

	cancel service switch operate request
	2/1000
	Daily value/8
	25

	service switch operate request
	50/1000
	Daily value/8
	25

	service switch state request
	50/1000
	Daily value/8
	25


Table 4: Selected values for Smart meter to DAP direction
	Event
	How often (events/SM/day)
	How often (events/SM/mid-day hour)
	Size 

(bytes)

	multiple interval meter read data

(Commercial / Industrial Gas smart meters)
	6 events/SM/day
	If randomized then daily value/24, otherwise depends on fixed hourly periods
	1600


	multiple interval meter read data (Commercial / Industrial Electric meters)
	12

	If randomized then daily value/24, otherwise depends on fixed hourly periods
	1600

	multiple interval meter read data (Residential gas smart meters)
	6
	If randomized then daily value/24, otherwise depends on fixed hourly periods
	1600

	multiple interval meter read data (Residential electric smart meters)
	6
	If randomized then daily value/24, otherwise depends on fixed hourly periods
	1600

	on-demand read request app errors
	(25/1000+10)/1000

	Daily value/15
	50

	on-demand meter read data
	25/1000
	Daily value/15
	100

	send service switch operate acknowledgment
	2/1000
	Daily value/8
	25

	send service switch operate failure
	1/1000 * 50/1000
	Daily value/8
	50

	send metrology information after a successful service switch operate
	2/1000
	Daily value/8
	100

	send service switch state data
	50/1000
	Daily value/8
	100


Step 5 - Assume (and document) values for missing information.
There is still some information not available from the user applications matrix.  For example to calculate the aggregate traffic from a single smart meter to a DAP, the type of smart meter is needed; also the number of smart meters that will be sending their data to a single DAP is needed.
· How many Smart Meters?

· What proportion of types (deployment classifications using the same network technology) of smart meters?
· Commercial / Industrial Gas smart meters,

· Commercial / Industrial Electric meters, and
· Commercial / Industrial Water meters, and

· Residential gas smart meters, and

· Residential electric smart meters, and

· Residential water smart meters.
· 
· Assume the following proportions of types of smart meters using scenario 1 in Table 5: 
Table 5: Example 2-way meter deployment classifications and example apportionments
	2-Way Meter Deployment Classifications
	Scenario 1 – meter %s
	Scenario 2 – meter %s
	Scenario 3 – meter %s

	Commercial / Industrial Gas smart meters
	  6.5
	
	  2.5

	Commercial / Industrial Electric meters
	17.4
	10
	  5.0

	Commercial / Industrial Water meters
	
	
	  2.5

	Residential gas smart meters
	  6.5
	
	20

	Residential electric smart meters
	69.6
	90
	45

	Residential water smart meters
	
	
	25

	
Total
	100
	100
	100


· Quantity of endpoints (meters) per the same technology DAP in a specific deployment geographic area.
Some current technology DAPs have design maximum number of endpoints per DAP that typically range from 1,000 – 50,000. Actual 
deployment quantity of endpoints per DAP will be less than the technology’s maximums based on: 
· the endpoint density
· design limits thresholds imposed by the network designers to address application latency requirements and providing headroom in the network.
For endpoint deployments of 100,000, multiple DAPs will be required, with the actual quantity of endpoints per DAP varying significantly across that 100,000 deployment. When the assessment is focused on the ability of a technology to handle the deployment, two areas of concern jump out e.g. the high density urban areas and the low endpoint density rural areas. One is focused on the handing all the traffic and the other is being able to extend the reach of the DAP technology to still provide acceptable application latency and reliability at acceptable cost points.
For example purposes only, let’s assume a 1000 endpoints (smart meters) per DAP assessment.
Step 6 – Select which type of data analysis method is to be used:

There are at least two common approaches to data analysis that deal with events that occurs in time displaying deterministic timings and those with probabilistic distributions:
a)
aggregation of data volumetrics based on values per a specified time period for input into a static system model
b)
simulation of multiple discrete transactions (payloads) retaining each events unique data volumetrics and profiles
The aggregation of data volumes based on values per specified time periods will be discussed in this section. The simulation approach is further discussed in section 5.
Aggregation of data volumes based on values per specified time periods, carries with it no indication of when those events occur during the time period. Many readers may make the assumption that the events occur evenly across the time period, but it’s just that, an assumption. All that can be stated is that during that time period the events are expected to occur at the stated quantity per total period.
When using the “Daily Clock Periods” a better understanding of the quantity of events occurring in that shorter time period is possible, though as in illustrated in Tables 3 & 4 above, interpolating that value to an hourly value for a specific hour of the day is possible, but carries the same limits to that usage as mentioned above.
Alternatives to just these simple “How Often” values is to consider what those values would be for different operating modes that a smart grid deployment might encounter. This might be represented as three different values to account for: normal; medium; and high periods of event occurrence. For the Meter Reading, Service Switch use cases, this might entail: 
· after new rate structures have been imposed
· high energy usage billing periods
· college move ins move outs or entry or exodux of customers
· storm events
Whether or not SG Network TF adds this additional level of detail to the Requirements Table, the user of the Requirements Table can modify the requirement data themselves to match their analysis needs and assumptions.
For simplicity, let’s disregard the “Daily Clock Periods” and keep the frequency (How Often) based on a 24 hour period, daily values.
Step 7 – Finalize the data preparation tasks based on the selections and assumptions from steps 1-6.

Using the selected values from step 4 and the assumed values from step 5, and assuming that a data analysis method is based on the aggregation of data volumetrics to simple per period metrics, the aggregate traffic for each direction is calculated in Table 6 and Table 7 below.
Table 6: DAP to Smart Meter direction
	Event
	How often (events/SM/day)
	Size  (bytes/event)
	Avg. Traffic Load (bytes/SM/day)

	multiple interval meter reading request
	25/1000
	25
	0.625

	on-demand meter read requests
	25/1000
	25
	0.625

	cancel service switch operate request
	2/1000
	25
	0.05

	service switch operate request
	50/1000
	25
	1.25

	service switch state request
	50/1000
	25
	1.25

	Total
	0.152
	N/A
	3.8 


Mean message size (bytes) per event = 3.8 / 0.152 = 25 bytes/event
Number of events per meter per second = 0.152 / 86400 = 1.76 x 10-6 events/SM/s
Table 7: Smart Meter to DAP direction
	Event
	How often (events/SM/day)
	proportion
	Size (bytes/event)
	Avg. Traffic Load (bytes/ SM/day)

	multiple interval meter read data

(Commercial / Industrial Gas smart meters)
	6
	0.065
	2400
	936

	multiple interval meter read data (Commercial / Industrial Electric meters)
	24
	0.174
	1600
	6681.6

	multiple interval meter read data (Residential gas smart meters)
	6
	0.065
	2400
	936

	multiple interval meter read data (Residential electric smart meters)
	6
	0.696
	2400
	10022.4

	Subtotal
	Frequency * proportion =
	9.132 events/ SM/day
	Frequency * Size * proportion =
	18576 bytes/ SM/day

	on-demand read request app errors
	(25/1000+10)/1000

	50
	0.50125

	on-demand meter read data
	25/1000
	100
	2.5

	send service switch operate acknowledgment
	2/1000
	25
	0.05

	send service switch operate failure
	1/1000 * 50/1000
	50
	0.0025

	send metrology information after a successful service switch operate
	2/1000
	100
	0.2

	send service switch state data
	50/1000
	100
	5

	Total
	9.221075 events/SM/day
	N/A
	18584.25 bytes/ SM/day


Mean message size (bytes) per event = 18584.25 / 9.221075 = 2015.411 bytes/event
Number of events per meter per second = 9.221075 / 86400 = 1.07 x 10-4 events/SM/s
4 Wireless Technology
4.1 Technology Descriptor Headings
To be able to describe wireless technology a set of characteristics were identified and organized into logical groups. The group titles are listed below.

· 1. Link Availability

· 2. Data/Media Type Supported

· 3. Coverage Area

· 4. Mobility

· 5. Data Rates

· 6. RF Utilization

· 7. Data Frames & Packets

· 8. Link Quality Optimization

· 9. Radio Performance Measurement & Management

· 10. Power Management

· 11. Connection Topologies

· 12. Connection Management

· 13. QoS & Traffic Prioritization

· 14. Location Characterization

· 15. Security & Security Management

· 16. Radio Environment

· 17. Intra-technology Coexistence

· 18. Inter-technology Coexistence

· 19. Unique Device Identification

· 20. Technology Specification Source

· 21. Deployment Domain Characterization

· 22. Exclusions

4.2 Technology Descriptor Details
Each of these groups was composed of individual descriptive components for which an entry for each technology was requested. The rows are described in more detail below.

4.2.1 Descriptions of Groups 1-7 Submissions
	Wireless Functionality and Characteristics Matrix for the Identification of Smart Grid Domain Application  

	Functionallity/Characteristic
	Measurement Unit

	
	
	

	Group 1:  Link Availability 
	 

	a:
	Ability to reliably establish an appropriate device link
	% of time

	b:
	Ability to maintain an appropriate connection
	failure rate per 1000 sessions

	Group 2: Data/Media Type Supported
	 

	a:
	Voice
	

	b:
	Data
	Max user data rate per user in Mb/s

	c:
	Video
	Max resolution in pixels @ 
x fps

	Group 3: Coverage Area
	 

	a:
	Geographic coverage area
	km2

	b:
	Link budget
	dB

	Group 4: Mobility
	 

	a:
	Maximum relative movement rate
	m/s

	b:
	Maximum Doppler
	Hz

	Group 5: Data Rates
	 

	a:
	Peak over the  air uplink data rate
	Mb/s

	b:
	Peak over the  air downlink  data rate
	Mb/s

	c:
	Peak goodput uplink data rate
	Mb/s

	d:
	Peak goodput downlink data rate
	Mb/s

	Group 6: RF Utilization
	 

	a:
	Public radio standard operating in unlicensed bands
	GHz L/UL

	b:
	Public radio standard operating in licensed bands
	GHz L/UL

	c:
	Private radio standard operating in licensed bands
	GHz L/UL

	d:
	Duplex method
	TDD/FDD

	e:
	Bandwidth
	kHz

	f:
	Channel separation
	kHz

	g;
	Number of non overlapping channels in band of operation
	

	h:
	Spectral Efficiency
	bits/s/Hz

	i:
	Cell Spectral Efficiency
	bits/s/Hz/cell

	Group 7: Data Frames and Packets
	 

	a:
	Frame duration
	ms

	b:
	Maximum packet size
	bytes

	c:
	Segmentation support
	Yes/No


4.2.1.1 Group 1:  Link Availability
The desire is to be able to use the radio link whenever it is needed by the application.  There is an expectation that the radio link will not be continuously maintained and that some devices will be “put to sleep” for periods of time and then, upon “wake up” be required to connect to another device on the network to transfer control information or data.  Since there is no absolute certainty that a link will be fully operational there is a probability associated with the connection.  The technology “Operating Point” chosen is presumably chosen recognizing that a high % availability is desired.

During the period when a radio link is active there is, again, no guarantee that the link will be flawlessly maintained.  The failure source is not defined but is presumed to be associated with the failure of the radio to decode properly the radio symbols causing a packet error.  Failure could also be caused by interference from other radio sources or perhaps deep fading due to shadowing, but these effects are not explicitly included in the failure calculations.  Rate is another way to represent the statistical nature of a radio link.  The technology “Operating Point” chosen is presumably chosen recognizing that achieving a low failure rate is desirable.

4.2.1.2 Group 2: Data/Media Type Supported
Information transferred within the Smart Grid is usually associated with data. However, it was noted that there would be value in transferring both voice and video information. 

Voice: There is no specification of the codec being used but the assumption was that some form of packetized voice processing would be used and the connection would be two-way.

Data: is a generic term for information being transferred from machine to machine and can include information being displayed to a person for interpretation and further action.

Video: Especially in cases where there is an outage and the situation in the field needs to be displayed to others remote from the outage site, video is desirable. Video could be still pictures or motion pictures. The request is that the best case capabilities be reported.

4.2.1.3 Group 3: Coverage Area
Wireless systems are designed to service a wide variety of application scenarios. The intent of this group is to capture the expected coverage area in a typical deployment. Some systems are optimized for very short ranges, perhaps 10 meters or less, while others are intended for longer ranges, perhaps on the order of 30 km.

The intent of this group is to capture the expected coverage area in a typical deployment.

4.2.1.4 Group 4: Mobility
Some Smart Grid applications might require relative movement between a transmitter and receiver during the operation of the radio link. The inability of the radio link to operate successfully in situations of movement is due to Doppler shift. 

This metric is intended to display the mobility capability of the radio technology in one or both of the two ways commonly used:

a. Maximum relative movement rate (expressed in meters/second)

b. The maximum tolerated Doppler shift (expressed in Hertz)
4.2.1.5 Group 5: Data Rates
Data rates are a very frequently used metric of radio link capability.  The data rates for wireless technologies can span 6 decades of range starting at a few kilo bits per second up to several giga bits per second.  However, data rate can be considered to be an ambiguous term unless the terms of use are fully described. An additional complication comes from the fact that the data payload of interest is “surrounded” with additional bits used to provide error correction, error detection, address information and a variety of pieces of control information.  Because of these added bits the data payload may be a small portion of the total number of bits transmitted and received. The metrics used for this group are therefore in two subsets.

Peak over the air data rates are intended to display the data rates of the PHY when sending bits through the air from transmitter to receiver.

Goodput is intended to display the rate at which “application data” is being transferred. Goodput rate calculations remove such items as PHY and MAC preamble, address and error correction from the calculation.  A Goodput data rate will always be less than the over the air rate used to send data.

Additionally, some radio systems are designed with uplink and downlink data rates that are equal in both directions, as well as others that allow asymmetric rates.  Downlink (see terms and definitions) represents the data transmission from the “central” transmitter to the client device receiver.  Uplink (see terms and definitions) represents the data transmission from the client device transmitter to the “central” receiver.  Typically the asymmetry is designed to provide a higher downlink rate than uplink.  This allows a “central” station or base station to take advantage of antenna height and transmit power not available on the client device.

4.2.1.6 Group 6: RF Utilization
This group asks for display of information on radio spectrum use.
a) Public Radio standard operating in unlicensed band

b) Public Radio standard operating in licensed band

c) Private Radio standard operating in licensed band

Some radio spectrum is available without license fees and is shared among a wide variety of devices. An example of this would be the 2.4GHz ISM band which is generally available anywhere in the world but shared among diverse radio technologies, such as cordless phones, 802.11 Wireless LANs, 802.15 Personal Area Networks and  Bluetooth devices, to name a few.
Some spectrum is sold and licensed to individual entities, such as a mobile phone service provider, and the designated spectrum (at least on a regional basis) is not expected to be used by any other radio type. 
d) Duplex method - It is also generally assumed that Smart Grid radios will be both transmitting and receiving information.  One method used to accomplish bi-directional transfer is time division duplexing (TDD) where uplink and down link packets are alternated in time.  Another method is frequency division multiplexing (FDD) where uplink and downlink packets are carried on different frequencies.

e) Channel Bandwidth - As with data rates, some radios use a very small amount of radio spectrum for their channel bandwidths (perhaps a few kilohertz) while others may use a very large swath (perhaps several GHz).

f) Channel Separation - This metric is intended to report the separation between channels.

g) Non-overlapping channels in the band

To use an example, some 802.11 radios operate in the 2.4GHz unlicensed ISM band. Within the US there is 83.5MHz of spectrum available; however, there are restrictions on “out of band emissions”. (Described in FCC Title 47). 802.11 initially chose to use a spread spectrum technology that occupied 20MHz of channel bandwidth. When the FCC rules and the technology choices are combined, the result is a technology that has 11 operating channels defined with center carrier frequencies separated by 5 MHz. Hence, in the 2.4 GHz band, 802.11 technology would be described as having 11 operating channels, separated by 5 MHz and 3 non-overlapping channels. 
h) Spectral efficiency (bits/second/Hz) - This is a measure of the efficiency of use of the spectrum.  It is highly dependent on the modulation scheme being used.  Although the differences between over-the-air and usable data described under “Group 4 - data rate” could be repeated here, the intent for this study is only to represent over-the air information.  As an example, a radio system operates at a nominal 1800 MHz with a signal that uses 10 kHz of spectrum (Channel bandwidth) to transfer 10 kb/s of signal information, plus has a spectral efficiency of 1 bit per second per Hertz.

i) Spectral efficiency (bits/second/Hz/cell) - By default a simple monopole antenna generates an isotropic pattern with equal transmit and receive gain equal in all directions. Some systems employ narrow band antenna technology to allow the otherwise circular coverage area to be subdivided into “sectors”.  Each sector then services its own group of radios independently.  Although the “central” station requires a separate antenna for each sector the scheme allows for a greater number of client devices per area of coverage.

4.2.1.7 Descriptions of Groups 1-7 Submissions
Group 7: Data Frames and Packets
This group asks for display of information on packetization process.

a) What is the maximum frame duration?

b) What is the maximum packet size that can be sent in one radio frame?

c) Does the radio system support segmentation when the payload size exceeds the capacity of one radio frame?

4.2.2 Descriptions of Groups 8-12 Submissions
	Group 8: Link Quality Optimization
	 

	a:
	Diversity technique
	antenna, polarization, space, time

	b:
	Beam steering
	Yes/No

	c:
	Retransmission
	ARQ/HARQ/-

	d:
	Error correction technique
	

	e:
	Interference cancellation
	

	Group 9: Radio Performance Measurement & Management
	 

	a:
	RF frequency of operation
	

	b:
	Retries
	

	c:
	RSSI
	

	d:
	Lost packets
	

	Group 10: Power Management
	 

	a:
	Mechanisms to reduce power consumption
	

	b:
	Low power state support
	

	Group 11: Connection Topologies 
	 

	a:
	Point to point
	

	b:
	Point to Multipoint
	

	c:
	Broadcast
	

	d:
	MESH
	

	Group 12: Connection Management
	 

	a:
	Handover
	

	b:
	Media Access Method
	

	c:
	Discovery
	

	d:
	Association
	


4.2.2.1 Group 8: Link Quality Optimization
Radio systems can use a variety of techniques to improve the likelihood a transmitted packet will be successfully received. The most fundamental technique is to have the receiving radio send an acknowledgement (ACK) back to the transmitting station. If the ACK is not received then the transmitter will try again (up to some limit of retries). Other techniques seek to improve the signal to noise ratio (SNR) at the receiver. The techniques include polarization, beam steering, etc. The intent here is to capture the techniques employed by the candidate systems.

4.2.2.2 Group 9: Radio Performance Measurement & Management
This group is used to indicate what the radio technology provides to an administrator to assist in link assessment.  Most radio systems dynamically and autonomously assess their environment and adjust to optimize performance.  Sometimes it is useful for an network administrator to monitor behavior to determine if problems exist that are impeding performance or perhaps make manual selections that might indeed improve radio performance beyond what might be achieved autonomously.

4.2.2.3 Group 10: Power Management
Radio devices may not be directly powered by mains power supply and may be required to run off a battery that is seldom, if ever, recharged. The intent is to capture information on techniques the radio technology has defined that can be used to reduce power consumption. 

4.2.2.4 Group 11: Connection Topologies
Radio systems may be designed to use one or more connection topology.  One form that is often used is the star topology.
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4.2.2.5 Group 12: Connection Management
This group is intended to capture the capabilities provided to initiate and maintain radio connectivity.

4.2.3 Descriptions of Groups 13-20 Submissions
	Group 13: QoS and Traffic Prioritization
	 

	a:
	Traffic priority
	diffserv, resserv

	b:
	Pass-thru Data Tagging
	

	c:
	Radio queue priority
	

	Group 14: Location characterization
	 

	a:
	Location awareness (x,y,z coordinates)
	

	b:
	Ranging  (distance reporting)
	

	Group 15: Security and Security Management
	 

	a:
	Encryption
	Algorithms supported

	b:
	Authentication
	

	c:
	Replay protection
	

	d:
	Key exchange
	Protocols supported

	e:
	Rogue node detection
	

	Group 16: Radio Environment
	 

	
	Channel model
	

	
	Interference sources
	

	Group 17: Intra-technology Coexistence
	 

	a:
	Co-channel interference
	

	b:
	Adjacent channel interference
	

	c:
	Alternate channel interference
	

	d:
	Collision avoidance
	

	e:
	Protection mechanisms
	

	Group 18: Inter-technology Coexistence
	 

	a:
	Sensitivity to other interfering radio technologies
	

	b:
	Degree of interference caused to other radio technologies
	

	c:
	Sensitivity to power line RF emissions
	

	Group 19: Unique Device Identification
	 

	a:
	MAC address
	

	b:
	SIM card
	

	c:
	Other identity
	

	d:
	Rogue detection
	

	Group 20: Technology Specification Source
	 

	a:
	Base Standard SDO
	SDO name 

	b:
	Profiling and Application Organizations
	Association / Forum Name


4.2.3.1 Group 13: QoS and Traffic Prioritization
Quality of service can be viewed as and end-to-end requirement, but some radio systems assist in the process by providing QoS between radio nodes.  This group is used to capture information regarding the capabilities to manage traffic priority.

a. Traffic priority refers to the ability of radio systems to use high level priority schemes such as diffserv (defined by IETF RFCs 2472 & 2475) & intserv (defined by IETF RFCs 1633 & 2205).

b. Pass-thru Data tagging refers to the ability to transfer successfully packets that use a class of service priority tags, such as those defined by IEEE 802.1p

c. Radio queue priority refers to the ability of radio nodes to prioritize packets that are queued for transmission.

4.2.3.2 Group 14: Location characterization
Radio systems that provide information about their location can be helpful.  One common form of location information would provide 3-dimensional information regarding position, such as that provided via GPS coordinates.  An alternate form would provide range information such that when the absolute location of every node is not known, if the location of one radio device was known, then at least the distance between the nodes could be provided.

4.2.3.3 Group 15: Security and Security Management
Ensuring that Smart Grid data is transferred securely is a high priority. As with other such as QoS there are options to apply security at multiple different layers in the OSI model.  This group focuses on options provided and by the radio system at layer 1 and layer 2.

4.2.3.4 Group 16: Radio Environment
4.2.3.5 Group 17: Intra-technology Coexistence
Some radio technologies provide mechanisms for avoiding or detecting interference cause by other radios of the same type within receiving range.  The intent is to determine if a system has such capabilities that can be used to reduce detrimental interference and thereby improve SNR, and thus  will allow the radio to maintain a low error rate link.

4.2.3.6 Group 18: Inter-technology Coexistence
As with the previous group, some radio technologies provide mechanisms for avoiding or detecting interference cause by other radios of a different type that are operating in the same spectrum and are within receiving range.  The intent is to determine if a system has such capabilities that can be used to reduce detrimental interference and thereby improve SNR, and thus  will allow the radio to maintain a low error rate link.

4.2.3.7 Group 19: Unique Device Identification
It was desired that each radio node be directly identifiable and addressable.  This requires that each device have a unique identification scheme.  There is more than one way to accomplish this.  The information provided will identify the unique identification scheme offered.

4.2.3.8 Group 20: Technology Specification Source
The intent is to provide information about the SDO that developed and maintains the radio technology, plus identify who provided the information for the matrix.  Also, in some cases the base standard source is assisted by a compatriot organization that provides additional support including specifications or applications that operate above Layer 2. The support organizations may also provide certification of specification compliance, interoperability and performance.

4.2.4 Descriptions of Group 21 Submission
	Wireless Functionality NOT directly specified by a standard that is needed in quantifying operating metrics
	 

	
	Rx sensitivity
	dBm

	
	Tx Power peak
	dBm

	
	Antenna gain
	dBi

	
	Noise floor
	dBm

	
	Modulation
	GFSK, OFDM, BPSK, GMSK

	
	Forward error Coding
	Coding rate


4.2.4.1 Group 21 Description
Although these items are vital components of a radio technology description, they do not directly affect the suitability of a technology to a Smart Grid application.

They are a few additional characteristics that are needed to characterize the operation of the radio for the chosen operating point.

· Rx sensitivity - Receiver sensitivity may be specified as a minimum capability required by the SDO in the technology specification.  Technology implementations may provide much greater sensitivity than the minimum, so the intent is to capture a typical value that is used for the operating point calculations.

· Tx Power peak – Transmission Peak power is needed for the calculations as well.  Some technologies specify only a regulatory limit or allow for a wide variety of options.  The Tx power of the devices under consideration for the operating point calculations needs to be specified.

· Antenna gain - Antenna gain is rarely part of a technical radio standard but is a critical component of link budget calculations.

· Noise floor - Noise floor is much like receiver sensitivity. There might be a minimal specification for noise floor required by the SDO in the technology specification. Technology implementations may provide a much lower noise floor than the minimum, so the intent is to capture a typical value that is used for the operating point calculations.

· Modulation - The modulation scheme is not directly part of any calculation but needs to be indentified to aid in other technologists verifying the operating point calculations were correct.

· Forward Error Coding - The methods used by the technology are not of direct interest but the coding rate is when trying to understand the difference between over-the-air data rates and Goodput rates.

4.3 Technology Submission Titles
Responses have currently been received for the following technologies:

· Cdma2000 1x and cdma2000 HRPD

· Cdma2000 xHRDP

· GMR-1 3G

· IPOS/DVB-S2

· RSM-A

· IEEE 802.16 e,m

· IEEE 802.11

· IEEE 802.15

· Inmarsat BGAN

· LTE

· HSPA+

· UMTS

· EDGE

4.4 Technology Submissions
The matrix of entries is too large to conveniently show in this document.  The complete matrix is contained in the embedded file.
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5 Modeling and Evaluation Approach
Determining an assessment method for evaluating whether a wireless technology can satisfy the smart grid user applications’ requirements is a daunting task, especially given that there are many possible physical deployment options for smart grid devices and facilities, many wireless technology standards, and uncertainty in planning for future needs.
Some wireless technologies are a part of a larger system, while others are complete communication networks.  For example, wireless technologies developed by the IEEE 802 working group consider mostly the Media Access Control (MAC) sublayer and Physical Layer (PHY), while the Universal Mobile Telecommunications System (UMTS) is a complete mobile (and wireless) network system.  This makes comparing wireless technologies impractical.  For this reason, PAP 2 assesses each wireless technology on whether it can satisfy the smart grid user applications requirements; PAP 2 will not rank the various wireless technologies relative to each other.
Assessment of Wireless Technologies Against Smart Grid Business Application Requirements

The assessment approach described below should be considered as an approach, not the approach that must be used. Options are discussed on how the assessment can be refined with one method further described an detailed in the section 5 sub-sections. The two main tasks includes:
· Perform an initial screening the wireless technologies against the Smart Grid Business Functional and Volumetric Requirements

· Perform refinements to the initial screening using one or a combination of the following:

· Mathematical models
· Simulation models

· Testbeds (lab and in the field)
The initial assessment (technology screening) is based on the smart grid user applications’ requirements in Section 3.4 and the wireless functionality and characteristics matrix in Section Error! Reference source not found..  For example, a user application’s requirement for reliability should be related to the wireless technology’s link availability (i.e. the ability to reliably establish an appropriate device link and the ability to maintain an appropriate connection).  One can use the results from the initial assessment to determine whether a given wireless technology should be further considered for use with a particular application in a particular deployment.  
After the initial assessment, the next step is to refine the assessment using other methods (i.e., mathematical models, simulations models, or testbeds).
Mathematical Models 

These types of models requires creating mathematical model representations that approzimate the characteristics of the system in question e.g. the Smart Grid. These models can be simplistic in that event data volumetrics are aggregated to singular values, or events are treated as individual inputs into the models, or data volumetrics represented and input based on probabilities.  Mathematical models usually take less time to produce results than simulation models. There are some limitations to what some of the simpler mathematical models can adequately model.
The concept of aggregating the data to different time intervals (or in this case to a common time interval) has an underlying issue with how the temporal or time distribution of these data requirement is to be treated. There will be a mixture of probabilistic modes involved rather than simple steady state, static values. While it is interesting and simpler to specify the data requirement for an end device in terms of its average data requirements, the reality is that the data flow will not be uniformly spread over the time period of the average. The reality is there will be burst of data, and more likely than not, it be large burst of data to/from the end devices with some high degree of correlation in time. Thus, while some of the data flows may exhibit the classical exponential or Poisson or some other distribution, this will represent only a small portion of the data flow requirements. The greater majority of the data will follow a more deterministic distribution and/or a highly concentrated distribution over a short period of time.

For example, every four hours there may be a request by the head end system to query all the DAPs.  So every four hours there will be a burst of data exchanged with the DAPs. In the DA world, there will be a background distribution of data based on normal operation (poll/response, poll/response, etc.) which is usually somewhat deterministic in and of itself. However, as significant events occur on the electrical grid, or the electrical generation side, or load side, there will be burst of data associated with that event, that end up being highly correlated in time.

As long as the reader, user of the mathematical models and especially how input data e.g the smart grid business functional volumetric data has been input into the model, mathematical models are still of value. Section 3.6 illustrates how an aggregation of the business volumetric requirements can be adapted for this approach.
Simulation Models

These type of models, attempt to account for more of the event occurrence variability as noted in the mathematical model discussion above.  Simulation models can provide more realistic results than mathematical models, which often require simplifying assumptions to make them tractable. 
Testbeds
Usually, neither mathematical or simulation model types are able to capture all the details of a proposed network deployment (e.g., accurate channel models are difficult to obtain without direct measurement of the deployment environment).  Using testbeds (in the lab and preferably actual in the field), can provide very accurate results; however, this method requires the most time and effort to produce results.
The key for network design is to understand and define the networks system design goals. Designing a network system to support the average data requirements is one design concept, which tends to result in under designed and built networks. Another concept is to design network system that can handle the absolute worst case imaginable, which tends to result in over designed and built networks. Again the key is to establish a goal of the network and of the individual elements and threads of that network so that it will handle the heaviest expected (combined) burst rates with an acceptable level of failure. For example, in the old telephone trunk design days, one would specify the number of voice trunks necessary to carry the “busy hour” traffic with an acceptable level of failure (2% failure, 5% failure, etc.).

This then leads to two questions that the network designers and implementers need to address, but are not answered in this guideline:

1. What is this highest level of traffic that must be accommodated over the burst period(s)? The methods for determining this will be highly dependent on the individual utility operational modes and the aggregated data that will flow through a particular network link or thread. As you can imagine, this will vary greatly from utility to utility and with the topology/technology used to construct the network threads.

2. What is an acceptable level of overloading these threads that will result in failure to deliver the data within the required latency and fidelity constraints? This will depend on multiple factors, including the latency and fidelity requirements of the system or application, buffering capabilities to buffer overflow traffic, and how error recover is accomplished.

The Utilities will need to implement systems that will satisfy the needs of that specific utility. Translation – one size does not fit all.  So the network designers need to find a way to project and predict the real temporal (and spatial) requirements of the data flows (for the utility, application, or operating mode in question) and to then select and implement technologies and topologies that will provide the needed capacity, reliability, security, cost effectiveness, etc.
For illustrative purposes, a general mathematical modeling framework is developed and described in detail in the section that follows. EXAMPLES are also provided to show how the modeling framework can be used.
5.1 Modeling Framework 
This subsection describes the modeling framework that was developed by the PAP2 working group.  The goal of the development process was to produce an analytical structure that was flexible so that it allows users to employ a variety of modeling techniques, and it can be used with virtually any proposed wireless technology.  The framework’s main components are a MAC sublayer model, a PHY sublayer model, a module that performs coverage analysis, and a channel propagation model.  The overall design of the model is shown in Figure 3.  This subsection discusses each of these components and explains how they interact with each other and operate within the larger analytical framework.
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Figure 3 – Modeling Framework Building Blocks 
5.1.1 Channel Models
Channel models represent the physical wireless characteristics that are expected to be experienced by the communicating signals between a transmitter and a receiver.  Here the major problem is identifying the factors that have the greatest impact on the communicating signals between a transmitter and a receiver.

This section gathers channel propagation models for a host of environments.  The model parameters were extracted from the data collected in a series of measurement campaigns conducted by the Radio Frequency (RF) Fields Group in the Electronics and Electrical Engineering Laboratory at NIST.  The results cited below concentrate on the 2.4 GHz and 5 GHz unlicensed bands common to many technologies.

The environments considered are categorized according to the placement of the transmitter-receiver pair as indoor-indoor, outdoor-outdoor, and outdoor-indoor.  The channel propagation path between the pair is characterized by the dual-slope path loss model, which is more flexible than the single-slope model and so can reflect a wider range of environments.  The deterministic component of the path loss, PL (dB), is a function of the distance, d (m), between the transmitter and receiver and is defined as follows:
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where PL0  (dB) is the reference path loss at d0 = 1 m and d1 (m) is the breakpoint where the path loss exponent adjusts from n0 to n1.
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Figure 4: The dual-slope path loss model in an indoor-indoor residential environment at fc = 5 GHz
The path loss model with shadowing PLS (dB) includes the stochastic shadowing parameter S (dB) which varies according to a zero-mean Normal distribution with standard deviation σ:
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Figure 4 shows the extraction procedure of the model from the data points.  The PL in red is fit to the blue data points collected in an indoor-indoor residential environment at fc = 5 GHz.  The deviation of the data points from the line represents the shadowing effect.

5.1.1.1 Indoor-indoor environments
We have gathered indoor-indoor data for residential, office, industrial, and cinder block environments.  The details of the measurement system, procedure, and campaign are described in [1,2].  The five model parameters are listed in Table 8.  Each environment is further differentiated into line-of-sight (LOS) and non-line-of-sight (NLOS) conditions.  Note that in some environments the dual-slope model simply collapses to the single-slope model by setting n1 = n0 and choosing d1 = d0.  Note also that the path loss exponents are stated relative to the free space path loss, so that a reported value of 0.5 for n0 or n1 means that the actual loss exponent is 2.5.
Table 8: Indoor-indoor environments

	environment
	fc = 2.4 GHz
	fc = 5 GHz

	
	PL0
	n0
	d1
	n1
	σ
	PL0
	n0
	d1
	n1
	σ

	LOS
	residential
	16.3
	2.2
	1
	2.2
	2.4
	17.9
	1.7
	1
	1.7
	1.5

	
	office
	22.8
	1.2
	1
	1.2
	1.7
	17.5
	1.9
	1
	1.9
	1.1

	
	industrial
	22.4
	1.1
	1
	1.1
	2.1
	15.2
	1.8
	1
	1.8
	1.2

	
	cinder block
	24.2
	1.5
	1
	1.5
	2.8
	12.7
	2.5
	1
	2.5
	1.6

	NLOS
	residential
	12.5
	2.2
	11
	5.6
	3.0
	20.2
	2.4
	11
	5.4
	3.3

	
	office
	26.8
	2.2
	10
	6.7
	3.7
	26.0
	2.3
	10
	8.1
	4.0

	
	industrial
	29.4
	1.4
	1
	1.4
	6.3
	27.5
	1.7
	1
	1.7
	6.7

	
	cinder block
	9.1
	4.9
	1
	4.9
	6.7
	7.8
	5.3
	1
	5.3
	7.7


5.1.1.2 Outdoor-outdoor environments
We also gathered outdoor-outdoor data for oil refinery and urban-canyon environments.  The details of the measurement system, procedure, and campaign are described in [3,4].  The model parameters are listed in Table 9.  In the oil refinery environment, the propagation paths before the breakpoint were in LOS, while those after the breakpoint traversed dense metal piping.  This explains the large discrepancy between n0 and n1 there, versus the small discrepancy in the urban canyon environment for both LOS and NLOS.
Table 9: Outdoor-outdoor environments

	environment
	fc = 2.4 GHz
	fc = 5 GHz

	
	PL0
	n0
	d1
	n1
	σ
	PL0
	n0
	d1
	n1
	σ

	urban-canyon / LOS
	6.9
	1.7
	1
	1.7
	2.4
	15.2
	1.6
	1
	1.6
	2.7

	urban-canyon / NLOS
	21.3
	1.6
	1
	1.6
	7.4
	20.7
	2.1
	1
	2.1
	7.5

	oil refinery
	16.8
	0.4
	87
	12.2
	2.3
	3.0
	1.3
	87
	12.9
	3.3


5.1.1.3 Outdoor-indoor environments
Finally, we gathered outdoor-indoor data for office, high-rise building, convention center, and the Greathouse mine tunnel environments.  The details of the measurement system, procedure, and campaign are described in [13].  The model parameters are listed in Table 10.  Because of the nature of the outdoor-indoor environment, all parameters are for non-line-of-sight conditions.  In the office environment, measurements were not available at 5 GHz.  Also, since no data points were collected there before d1 = 70 m, we assumed free space (n0 = 2.0) for distances before the breakpoint.  This seems reasonable given the nearly free-space conditions that we observed in the high-rise environment.  In the mine-tunnel environment, the propagation paths before the breakpoint were in LOS, while those after were in NLOS where penetration is difficult given the thickness and density of the mine walls.  This explains the very large discrepancy between n0 and n1 there.
Alternatively, an outdoor-indoor environment can be composed from an indoor-indoor segment, an outdoor-outdoor segment, and a fixed penetration loss to account for the transition through the building material.  Reference [5] provides an extensive list of penetration losses at a number of center frequencies.

Table 10: Outdoor-indoor environments

	environment
	fc = 2.4 GHz
	fc = 5 GHz

	
	PL0
	n0
	d1
	n1
	σ
	PL0
	n0
	d1
	n1
	σ

	office
	0.2
	2.0
	70
	4.2
	3.3
	NA
	NA
	NA
	NA
	NA

	high-rise
	8.8
	2.2
	1
	2.2
	5.6
	9.2
	3.3
	1
	3.3
	4.8

	convention center
	4.2
	0.6
	100
	3.7
	4.6
	15.5
	0.8
	100
	7.6
	3.6

	mine tunnel
	5.7
	0.7
	70
	18.3
	5.8
	1.3
	0.2
	70
	23.4
	4.3


5.1.2 Coverage analysis model
The purpose of the coverage analysis is to predict the maximum range of a wireless technology for a given outage probability and a specified set of operating parameters. The range of a wireless technology can help to determine its suitability for linking a particular pair of actors and its coverage area in a point-to-multipoint arrangement.  

The outage criterion is the probability that the wireless transmitter-receiver link is not operational. It is expressed in terms of a probability because of the unpredictable behavior of RF propagation, which is often modeled as a stochastic process when accounting for the possible losses due to obstructions (shadowing) and reflections (multipath fading).  

In the context of a point-to-multipoint wireless technology, coverage is often analyzed in terms of the maximum cell radius that a base station (BS) or access point (AP) can support.  Within the cell, the outage probability varies, generally increasing as a terminal approaches the cell edge. In the analysis below, the outage criterion is expressed in terms of the average outage probability, averaged over all locations in the coverage area. Thus, a reported outage probability of 1%, for example, means that a terminal located at a random point in the cell has a 1% chance of being in outage.
We define the outage probability as the probability that the received signal-to-noise-ratio (SNR) is below the required SNR to operate the link. The required SNR depends on the wireless technology under consideration and serves as an input to the analysis. The received SNR is modeled as a deterministic component, based on transmitter-receiver separation distance, attenuated by random components due to shadowing and fading. For the distance-based component, we assume a dual slope model of path loss with distance as described in Section 5.1.1. For the shadowing, we assume a lognormal distribution (i.e. normal in the log domain), and for the fading, we assume a Nakagami distribution of the fading envelope.
5.1.3 PHY sublayer
Next, we discuss the PHY sublayer model.  This model exchanges information with the MAC sublayer model and the coverage analysis model.  The MAC model supplies a signal-to-interference ratio (SIR), which is based on collision events if the MAC layer uses a shared medium and contention-based protocol and is based on interference statistics for stations at other base stations that use the same frequency as the station of interest.  The PHY model also receives signal-to-noise ratio (SNR) information from the coverage analysis model.  It combines the inputs to determine the signal-to-interference-and-noise ratio (SINR) at the receiving station.  The PHY model combines the SINR with information about the various transmit and receive stages that contribute to the link budget.  These stages can include (but are not limited to) the following:
· transmit/receive antennas, which contribute gain

· transmit/receive amplifiers, which also contribute gain

· equalization, which can reduce the effect of inter-symbol interference

· interleaving, which mitigates the effect of long sequences of errors (burst errors)

· modulation scheme (e.g. QPSK or QAM)

· coding scheme, which provides an effective gain by correcting errors
· spread spectrum techniques, which reduce the effect of additive noise and interference

The effects of all of the modeled processing elements are combined to produce a bit error rate (BER), which can be used to compute a frame error rate (FER) by accounting for the effect of higher layer error detection and correction measures such as cyclic redundancy checks (CRCs).  The frame error rate is passed to the MAC layer, which can it to compute performance metrics such as the probability that frame retransmissions are required.  The PHY model also uses the BER to compute a transmission outage probability, which it sends to the coverage analysis model.  The coverage model uses the outage probability to determine the outage criterion, as described in Section 5.1.2.
5.1.4 MAC sublayer
Finally, we discuss the MAC sublayer model.  This model can be either analytical or simulation-based, and its complexity is determined by the preferences and needs of the user.  The MAC sublayer model receives inputs based on the application requirements and the wireless (or wired) technology that is being used to carry the data; the model interacts with both the PHY sublayer and the coverage analysis models.

The MAC sublayer model is responsible for returning values for the following performance metrics for the communications system:
· Reliability

· Mean packet delay

· Throughput

We define the reliability, R, to be the probability that a packet originating from a sending node’s MAC layer is correctly received by the corresponding MAC layer at the receiving node.  Thus the reliability is defined with respect to a single link, rather than on an end-to-end or edge-to-edge basis.  For MAC layers with a shared channel, where there is contention for resources, the reliability is the probability that the packet does not collide with any packets that are transmitted by other senders and that the packet is not corrupted by channel errors.  If the channel is dedicated to the sender (no contention), then the reliability is simply the probability that the packet does not experience any channel errors.
The mean packet delay, D, is the average time from the passage of the packet to the sender’s MAC layer from the protocol layer immediately above to the delivery of the packet by the receiver’s MAC layer to the protocol layer immediately above it.  The mean packet delay includes the following:

· The time that the packet spends in the sender’s MAC layer’s transmission buffer
· The processing time at the sender’s MAC layer

· The time required to transmit the packet, which is the packet length in bits divided by the PHY layer channel rate in bits/s

· The time spent waiting to retransmit the packet if it encounters collisions (in the case of a contention-based MAC protocol) or channel errors

· The propagation delay between the sender and the receiver

· The processing time at the receiver’s MAC layer
The throughput, S, is a measure of how efficiently the channel is being used, and it is measured in units of application bits per second.  The model computes two types of throughput.  The first type is the average throughput, which is the product of the offered load at the application layer, , and the packet reliability, R.  Note that this means that the ratio of the throughput to the offered load is always a number between 0 and 1.  The second type of throughput measured by the model is the instantaneous throughput, which is the ratio of the mean number of application data bits per packet to the mean packet delay.  This gives the effective channel rate experienced by a packet that is ultimately successfully sent across the link, even if it requires retransmissions.
The major external inputs that do not depend on the particular MAC technology are the number of devices accessing the channel, the mean packet generation rate of each device, and the mean packet size.  The mean packet generation rate is typically given in units of packets per second; the actual packet generation process is arbitrary.  Packets can arrive according to a deterministic process, in which case the mean generation rate is simply the actual generation rate, or they can arrive according to a random process, e.g. a Poisson arrival process.  The size of the packet typically includes the size of the application data as well as the combined size of all headers, including the MAC and PHY layer headers.  The packet size can be deterministic or random, depending on the applications that are being modeled.
There are additional inputs that are unique to the MAC technology that is being modeled.  In the case of a contention-based MAC technology, these parameters can include the number of times the MAC layer will attempt to transmit a packet before giving up and dropping it, rules for handling packet collisions, such as the amount of time that the MAC layer must wait to retransmit a packet after it has collided with a packet from another transmitter, and the amount of time the sending MAC layer must wait for an acknowledgement of a transmitted packet before taking further action.  Non-contention MAC technologies will use different parameter sets.
The PHY sublayer model exports the probability of transmission failure (Pfail) to the MAC sublayer model, which uses it to help compute the output metrics.  For instance, if we were modeling a very simple MAC layer that uses dedicated resources (so no contention) and no retransmissions, we would find that the reliability is equal to (1 − Pfail), and the mean delay of successfully received packets is the sum of the propagation delay and the transmission time.
The coverage analysis model exports the maximum Tx-Rx distance to the MAC sublayer model.  If we have only a user population density, we can use the maximum Tx-Rx distance to compute the size of the user population.

5.2 An Example
In this subsection we use the methodology that we described in the previous subsections to demonstrate how one can begin with a set of traffic characteristics, a physical channel description, and a MAC layer protocol of interest, and arrive at output metrics that quantify the performance of the system.  For this example, we consider a hypothetical channel between a population of smart meters and a DAP.  The link is loaded with traffic from applications associated with the following three use cases: meter reading, service switch, and PHEV.  The link uses IEEE 802.11 in this example, and features losses due to fading, shadowing, and interference.  We begin by considering the input from the application requirements.
5.2.1 Applications modeling
Using the application requirements that cover the various Smart Grid domains, this section describes a procedure to convert these requirements into link traffic data for telecommunications modeling and provides an example.
5.2.1.1 Conversion Procedure 
Given a Smart Grid network link topology, the application requirements can be converted to link requirements in order to analyze the traffic flow on each link. A link (j,k) is denoted by the downlink message flow from actor j to actor k; in general, the links are asymmetric and so let link (k,j) denote the uplink flow from k to j. The traffic flow on each link is quantified by the aggregate link message rate 
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, after accounting for all the relevant applications specified in the requirements matrix. Assuming application traffic generated by different sources is modeled as independent Poisson processes with respective generation rates
[image: image12.wmf]app

i

l

 and message sizes 
[image: image13.wmf]app

i

L

, the conversion can be performed as follows: for each of the applications indexed 
[image: image14.wmf]app

,

1,

i

N

¼

=

,where 
[image: image15.wmf]app

N

is the total number of applications, assign the Boolean value 
[image: image16.wmf]i

jk

b

 to be 1 if the traffic from application i flows on link (j,k) and 0 otherwise. Then the probability 
[image: image17.wmf]i

jk

p

 that a message on link (j, k) originates from application i is [8]
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where the aggregate message rate on link (j,k) can be expressed as
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Then the average message size on link (j,k) follows as
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5.2.1.2 Example
Out of the many high level application use cases identified to date, few have been quantified enough to be evaluated. We consider three use cases defined in [9]: Service Switch (SS),

Meter Reading (MR), and Plug in Hybrid Electric Vehicle (PHEV). Considering all the applications of these use cases in the requirements matrix, we examine the aggregate flow on a single link in the network, between the AMI Headend and the DAP, as an example. Nine applications send traffic across this link. The nine message generation rates 
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 appear in Figure 5. They are used to compute the aggregate link arrival rate 
[image: image23.wmf]agg

jk

l

 and the average link message size 
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 as 6.7×10-5 events per electric smart meter (emeter) per second and 197.1 bytes, respectively. We can repeat this process for all the links between the actors in the example link topology shown in (0.2)

 and  GOTOBUTTON ZEqnNum971413  \* MERGEFORMAT , resulting in the link requirements matrix shown in Table 11. Each link corresponds to a row in the matrix. Note that the matrix distinguishes between downlink and uplink flows.
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Figure 5 Application flows from AMI Head End to DAP
[image: image26.png]/" Customer

/" Customer

Operations




Figure 6: Example link topology
Table 11: Resulting link requirements matrix
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	Cust. EMS → SM
	1.2 × 10-4
	25
	SM → Cust. EMS
	1.2 × 10-7 per meter
	50

	PHEV → ESI-SM
	2.4 × 10-4 per PHEV
	97.6
	ESI-SM → PHEV
	9.3 × 10-5
	177.5

	IHD → SM
	1.2 × 10-4
	25
	SM → IHD
	1.2 × 10-7
	50

	SM → DAP
	1.1 × 10-4 per meter
	2017.4
	DAP → SM
	1.8 × 10-6
	25

	DAP → AMI Headend
	1.3 × 10-4 per meter
	842.5
	AMI Headend → DAP
	6.7 × 10-5 per meter
	197.1

	AMI Headend → CIS/Billing
	6.3 × 10-7 per meter
	96.1
	CIS/Billing → AMI Headend
	1.5 × 10-6 per meter
	25

	AMI Headend → LMS
	1.4 × 10-5 per meter
	99.9
	LMS → AMI Headend
	6.9 × 10-6 per PHEV
	255

	AMI Headend → MDMS
	1.3 × 10-5 per meter
	107.0
	MDMS → AMI Headend
	1.3 × 10-5 per meter
	25

	AMI Headend → NMS
	4.4 × 10-7
	50
	

	AMI Headend → DMS
	4.6 × 10-8 per PHEV
	50
	

	AMI Headend → DSM
	6.3 × 10-7 per PHEV
	96.3
	


5.2.2 PHY layer modeling
The probability of failure of a transmission attempt is modeled as the probability that the received signal-to-interference and-noise ratio (SINR) is less than a threshold. The received SINR is modeled as random due to channel attenuation (fading, shadowing, path loss) and interference, both of which are treated as random processes. The SINR threshold model for transmission success/failure is based on the observation that for block transmissions, especially those with strong error correction codes, the block error probability in the absence of fading and shadowing is a steep function of the SINR.  The model approximates this function as a step function at a threshold value of SINR, which we shall refer to as SINRreq.  According to this model, when the actual received SINR—after accounting for fading, shadowing, and the instantaneous interference power—is less than this threshold, the transmission is deemed a failure; otherwise, it is deemed successful.  The probability of failure jointly accounts for loss due to a weak received signal, failure due to collision with other stations, and the possibility of capture in the presence of interfering transmissions.

The SINR is expressed as
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where P0 is the received power from the station of interest, Pk; k = 1,…,i, are the received powers from co-channel transmitters, 
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 is the power of background interference, and 
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is the receiver’s thermal noise power. Then, the probability of failure, conditioned on the number of additional concurrent transmissions, i, is approximated as 
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In the denominator of Eq. 
(0.4)

, we account for two sources of interference, in addition to the noise term  GOTOBUTTON ZEqnNum245259  \* MERGEFORMAT .  The summation over Pk, k = 1,…,i, accounts for the i other stations that are concurrently attempting a transmission to the AP.  The term 
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 accounts for additional sources of interference (e.g., a jammer, other networks, etc.) and is treated as a constant in what follows.

The received power, Pk, from station k, k = 0,…,i, including the station of interest, is a function of the transmitted power, antenna gains, channel attenuation, and other losses.  It is modeled (in decibels referenced to 1 mW) as
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where Pt,k,dBm is the conducted power to the transmit antenna (dBm), Gt,dBi and Gr,dBi are the transmit and receive antenna gains (dBi), respectively, Lc,dB is the loss due to channel propagation, and Ls,dB accounts for other system losses like cabling.
5.2.2.1 Channel Model
The channel propagation loss is composed of losses due to distance, fading, and shadowing.  We assume a dual-slope model of path loss with distance, Nakagami frequency-flat small-scale fading, and lognormal shadowing. The overall channel propagation loss can then be expressed as
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where Xf;dB = 10 log(Xf ) and Xf is a unit-mean gamma-distributed random variable with variance 1/m (and where m is the Nakagami fading parameter); Xs dB is a zero mean Gaussian random variable with standard deviation s, and all logarithms are base 10. We assume that the fading and shadowing are constant during the transmission of a frame, are mutually independent, and are independent of those on other links.
5.2.2.2 Computing the Conditional Probability of Failure
In the special case of no competing transmissions (i = 0), Eq. (0.5)

 is relatively straightforward to compute analytically. For a given station-to-AP distance, r0, this probability of failure, Pfail | i = 0(r0), can be expressed in terms of the cumulative distribution function of the combined fading/shadowing channel attenuation. To analyze the performance of an average station, we assume that a station’s location is random and uniformly distributed in a circular coverage area of radius R centered at the AP. Under this assumption, it is easily shown that the probability density function of the station-to-AP distance is given by f(r) = 2r/R2; 0 < r < R, so that the average conditional probability of failure is
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which can be evaluated numerically.  In the more general case of more than one concurrent transmission (i.e., i > 0), evaluating Eq. [10](0.5)

 and accounting for the random distances of all i + 1 transmitting stations as well as their respective fading and shadowing attenuations is not trivial. Certain special cases can be evaluated analytically. One such case is when the thermal noise and background interference can be ignored and the fading is Rayleigh  GOTOBUTTON ZEqnNum447075  \* MERGEFORMAT . Another approach which allows more general fading distributions is to treat the interference as resulting from a Poisson field of emitters on an infinite two-dimensional plane, in which case the total interference power has an -stable distribution.  However, a closed-form expression for this distribution only arises for a single-slope path loss model with exponent n = 4.  To accommodate more general scenarios, we resort to a Monte Carlo approximation of Eq. [10](0.4)

 depends and calculating the ratio of the number of samples for which SINR < SINRreq to the total number of samples. A comparison of numerical results obtained using 106 samples with those available analytically (0.5)

 obtained by sampling the random variables on which Eq.  GOTOBUTTON ZEqnNum447075  \* MERGEFORMAT —for the special case of Rayleigh fading (m = 1), no background noise, and path loss exponent 4—demonstrates an accuracy on the order of 10-4.

5.2.3 Coverage Analysis
The purpose of the coverage analysis is to predict the maximum range of a wireless technology for a given outage probability and a specified set of operating parameters.  The range of a wireless technology can help to determine its suitability for linking a particular pair of actors, the number of actors it can support in a point-to-multipoint arrangement, and the resulting network topology.

The outage criterion is the probability that the wireless transmitter-receiver link is not operational.  It is expressed in terms of a probability because of the unpredictable behavior of RF propagation, which is often modeled as a stochastic process when accounting for the possible losses due to obstructions (shadowing) and reflections (multipath fading).

In the context of a point-to-multipoint wireless technology, coverage is often analyzed in terms of the maximum cell radius that a base station (BS) or access point (AP) can support.  Within the cell, the outage probability varies, generally increasing as a terminal approaches the cell edge.  In the analysis below, the outage criterion is expressed in terms of the average outage probability, averaged over all locations in the coverage area.  Thus, a reported outage probability of 1 %, for example, means that a terminal located at a random point in the cell has a 1 % chance of being in outage.

We define the outage probability as the probability that the received signal-to-noise-ratio (SNR) is below the required SNR to operate the link.  The required SNR depends on the wireless technology under consideration and serves as an input to the analysis.  The received SNR is modeled as having a deterministic component, based on transmitter-receiver separation distance, and random components due to shadowing and fading.  For the distance-based deterministic component, we assume a dual-slope model of path loss versus distance.  For the shadowing, we assume a lognormal distribution, and for the fading, we assume a Nakagami distribution of the fading envelope [10].

5.2.3.1 Nominal Received SNR
The deterministic component of the received SNR, or the nominal SNR at some transmitter-receiver distance d in the absence of fading and shadowing, can be evaluated using a link budget approach.  In terms of the commonly used Eb/N0, the ratio of the received energy per bit to the power spectral density of the noise, it is modeled in decibels as


[image: image42.wmf]dBmr,dBidB

0

rx,dB

s,dB0,dBm/Hzb,dB-b/s

()()

b

E

dEIRPGPLd

N

LNR

æö

=+-

ç÷

èø

---


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (0.9)

where EIRPdBm is the effective isotropic radiated power from the transmitter (dBm), Gr,dBi is the receiver antenna gain (dBi), PLdB(d) is the path loss in dB at distance d, Ls,dB is the cumulative system loss due to cabling or other implementation losses (dB), N0,dBm/Hz is the power spectral density of the noise (dBm/Hz) (computed as 30 + log10(kT0F) where k is Boltzmann's constant (J/K), T0 is the temperature (K), and F is the receiver's noise figure) and Rb,dB-b/s is the physical layer information data rate (dB-b/s).

Using the dual-slope path loss model, the term for path loss with distance in Eq. (0.9)

 is calculated as
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where n0 and n1 are the path loss exponents of the dual-slope model, d1 is the breakpoint distance (m) from path loss exponent n0 to n1, and PL0 is the reference path loss at 1 m.  Table 12 lists values for these parameters that were extracted from measurements made at 2.4 GHz in various environments [11]—[14].

Table 12: Path loss parameters at 2.4 GHz for several environments
	Environment
	PL0 (dB)
	n0
	d1 (m)
	n1
	 (dB)

	Indoor residential LOS
	16.3
	4.2
	N/A
	N/A
	2.4

	Indoor residential NLOS
	12.5
	4.2
	11
	7.6
	3.0

	Indoor industrial NLOS
	29.4
	3.4
	N/A
	N/A
	6.3

	Outdoor urban-canyon NLOS
	21.3
	3.6
	N/A
	N/A
	7.4

	Indoor-outdoor convention center NLOS
	4.2
	2.6
	100
	5.7
	4.6


5.2.3.2 Calculating Outage Probability
The outage probability at distance d is the probability that the received SNR, (Eb/N0)rx(d), is less than the required SNR, (Eb/N0)req:
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where X = Xs,dB + Xf,dB is the combined random attenuation due to shadowing and fading, and FX(x) is the cumulative distribution function (cdf) of the random variable X.

Based on the assumption of lognormal shadowing, the shadowing attenuation Xs,dB is modeled as a zero-mean Gaussian random variable with standard deviation . (Table~\ref{tbl:channelModels} lists values of  obtained by measurement in various environments.) In the presence of shadowing alone (i.e., X = Xs,dB), the cdf of X is



[image: image45.wmf]1

()1erfc

2

2

X

x

Fx

s

æö

=-

ç÷

èø


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (0.11)

where erfc(x) is the complementary error function.

Based on the assumption of Nakagami-m fading, the fading attenuation Xf is modeled as a unit-mean Gamma-distributed random variable.  In the presence of fading alone (i.e., X = Xf,dB = 10log10 Xf), the cdf of X is
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where 
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 is the incomplete gamma function (lower regularized).

In the presence of combined lognormal shadowing and Nakagami fading (X = Xs,dB + Xf,dB), the cdf of X can be evaluated numerically as
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where the probability density function of Xf is
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and (·) is the Gamma function.

Finally, to obtain the average outage probability over the entire coverage area, we must average Eq. [10](0.10)

 over the area of the cell.  For uniformly distributed terminal locations in a cell bounded by radii Rmin and Rmax, it can be shown that this average is given by  GOTOBUTTON ZEqnNum260876  \* MERGEFORMAT 
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5.2.3.3 Example
Figure 7 plots sample results for the average outage probability from Eq. Table 12(0.14)

 as a function of the maximum coverage radius, Rmax, and for Rmin = 10 m.  Outage curves for three cases are shown, all at 2.4 GHz:  (i) the indoor residential non-line-of-sight (NLOS) environment (row 2 of  GOTOBUTTON ZEqnNum211983  \* MERGEFORMAT ) at typical transmit power, (ii) the outdoor urban NLOS environment (row 4 of Table 12) at typical transmit power, and (iii) the same outdoor environment but operating at the maximum permitted EIRP for the unlicensed 2.4 GHz band.  In each case, the fading is Rayleigh (i.e., Nakagami fading parameter m = 1).  The values for the remaining technology-specific parameters used in this example are listed in Table 13 and generally correspond to the IEEE 802.11 standard operating at 1 Mb/s.
Table 13: PHY parameter values used for Figure 7
	PHY Model Parameter
	Symbol
	Value

	PHY data rate
	Rb
	1 Mb/s

	Required Eb/N0
	(Eb/N0)req,dB
	10.4 dB

	Receiver noise figure
	F
	5 dB

	Temperature
	T0
	293 K

	System losses
	Ls,dB
	1.5 dB
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Figure 7: Sample outage results at 2.4 GHz
Figure 7 shows that, for this example, the outdoor coverage radius corresponding to a 1 % outage probability is 220 m at moderate transmission power and nearly 500 m at maximum transmission power.  Furthermore, the indoor range is clearly sufficient for most indoor residential environments.
5.2.4 MAC layer modeling
By combining elements of the Bianchi and Zhai models [3],[4] while incorporating the threshold-based physical layer model that we described in Section~\ref{sec:model:PHY}, we produced an extended MAC layer model for the half-duplex channel.  This model contains novel elements that allow us to more accurately predict the performance of lightly loaded wireless networks that feature symmetric traffic patterns on their links.  This section describes the principal features of the model.

We show the Markov chain for an IEEE 802.11 station that supports finite retransmissions in Figure 8.  The figure is derived from Fig. 3 from [4].  The (i,j)th state in the diagram denotes the station's being on the (i − 1)th transmission attempt, with the backoff counter at j; when the counter reaches j = 0, the station attempts to transmit its frame.  Stations are allowed up to  retransmissions of a frame if the first attempt fails.  If a transmission attempt fails, which occurs with probability Pfail, the station chooses a random backoff if it has retransmission attempts remaining.  If, after + 1 attempts, the station fails to send the frame, it drops the frame.
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Figure 8: Markov chain for IEEE 802.11 backoff counter with maximum of  retransmissions

The maximum number of backoff slots that an IEEE 802.11 transmitter can use during the ith attempted retransmission of a frame is
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where Wm is the maximum backoff window size.  Using the Markov chain analysis from [3], we get expressions for ST, the probability that a given station is transmitting a frame, and AP, the probability that the AP is transmitting a frame.  Both expressions have the form shown below, where X ( {ST,AP}:
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We can obtain expressions for 
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, which are the probability that a station's frame transmission attempt fails and the probability that the AP's frame transmission attempt fails, respectively.  In the case of the station, we condition the probability of transmission failure on the number of other stations that are transmitting at the same time.  Since the stations transmit independently, the probability of i stations transmitting follows a binomial distribution.  Given that i other stations are transmitting, the conditional probability of failure for the station of interest is further conditioned on whether the AP is transmitting.  If the AP is transmitting, the transmission attempt will fail because the AP cannot receive anything while it is transmitting.  If the AP is not transmitting, the probability of transmission failure is 
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, which we obtain by using the threshold-based physical layer model in Section~\ref{sec:model:PHY}.  Thus the probability that a given station's transmission attempt fails is
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where 
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is the probability that the station is idle, i.e. that it has no frames to send, and 
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is the probability that the AP is idle.

To get the AP's probability of frame transmission failure, we condition on the number of stations that send frames when the AP is transmitting.  For each case where i stations are transmitting, we also condition on whether one of the i stations is the destination for the AP's transmission.  We assume that the probability that a given station is the AP's destination is 1/N.  The AP's destination will therefore be transmitting, causing the AP's transmission to fail, with probability i/N.  Otherwise, with probability (N − i)/N, the destination is not transmitting, and the AP's conditional failure probability is 
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, which we obtain from the threshold-based physical layer model.  Putting everything together, we get
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Together, Eqs. 
(0.18)

 comprise a system of nonlinear equations in the variables ST and AP, and (0.17)

, and (0.16)

,  GOTOBUTTON ZEqnNum226957  \* MERGEFORMAT and 
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.  We use a simple grid search technique to find ST and AP, given values of 
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, since each variable is restricted to the interval [0,1].  We use the values of ST and AP to get new values for 
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.  From these values, we perform a queueing analysis to get new values for 
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, which we use to solve Eq. 
(0.16)

 again.  We continue this iterative process until the values of ST, AP, and  GOTOBUTTON ZEqnNum226957  \* MERGEFORMAT , and 
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 converge, and we are able to get the performance metrics for the stations and the AP. 

Using the PGF-based technique from [4], we can find the mean MAC processing time, which is the mean time from the beginning of the first frame transmission attempt to either the frame's successful reception or its dropping by the sender because the allowed number of transmission attempts has been used, without success.  The mean MAC-layer frame processing time for the stations and the AP is:
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where X ( {ST,AP}.  This expression follows from evaluating the PGF of the MAC processing time, using the assumptions that consecutive frame transmission attempts are independent and that the number of transmission attempts follows a truncated geometric distribution.  The independence assumption is reasonable in a fast fading environment, where channel conditions will vary between transmission attempts.  Given that i retransmission attempts are required, the average time required to successfully send the frame is the sum of S = E{St}, the expected duration of a successful frame transmission cycle, iC, the expected duration of i unsuccessful frame transmission cycles where C = E{Ct}, and 
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, which are respectively the expected time that a station or the AP spends in the 0th to ith backoff stages.  They are both given by  
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where EX{slot} is the mean time between backoff counter decrements, and X ( {ST,AP}.  The additional term in Eq. (0.19)

 is associated with the event where all + 1 attempts fail.  

The length of time that a station or AP must wait to decrement its backoff counter depends on the level of activity on the channel while it is waiting.  If the backed off entity does not sense any transmissions on the channel during the slot interval , it will automatically decrement its counter.  If there is activity on the channel, the backed off entity will wait until the channel is idle for a slot duration, at which time it will decrement its counter.  The amount of time that the backed off entity must wait depends on the outcome of the transmission attempt.  If it is successful, and we are using the basic access scheme, the delay is (from Eq. (13) in [4]):
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In this expression, tframe and tACK are the times associated with transmitting the frame and the ACK message, respectively.  tSIFS and tDIFS are the durations of the Short InterFrame Space (SIFS) and the Distributed Coordination Function (DCF) InterFrame Space (DIFS), respectively.  The DIFS and SIFS are related by tDIFS = tSIFS + 2  [15].  We assume that the frames are a fixed length, so that St is deterministic.  Likewise, from Eq. (12) in [4], the duration of an unsuccessful transmission attempt is



[image: image78.wmf]frameEIFS

,

t

Ctt

=+


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (0.22)

where tEIFS is the Extended Interframe Space (EIFS) duration, and tEIFS = tSIFS + tACK + tDIFS [15].

In [4], the authors used PGFs to obtain an expression for the mean time between counter decrements.  The extension to the half-duplex channel case is straightforward, giving
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for the stations and the AP.

The probability that a backed off station detects an idle slot, PST(silent), is the probability that neither the AP nor any of the other N − 1 stations attempts transmission in that slot.  Likewise PAP(silent), the probability that the AP detects an idle slot while in backoff, is the probability that none of the N stations attempts a transmission.  Since the transmission probabilities in a given slot for a station and the AP are (1 − 
[image: image80.wmf]ST

0

p

)ST and (1 − 
[image: image81.wmf]AP

0

p

)AP, we have



[image: image82.wmf]APST

ST

1

ST0AP0ST

AP0ST

(silent)1(1)1(1)

(silent)1(1).

N

N

Ppp

Pp

tt

t

-

éù

éù

=----

ëû

ëû

éù

=--

ëû


 MACROBUTTON MTPlaceRef \* MERGEFORMAT (0.24)

Figure 9(a) and Figure 9(b) show the transmissions and interference that affect both uplink and downlink transmissions.  In Figure 9(a), the station indicated by the red triangle will be able to successfully transmit to the AP (the blue square), if the Signal-to-Interference-and-Noise Ratio (SINR) in Eq. (0.4)

 is greater than some threshold, SINRreq.
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Figure 9: Transmitters and interferers on the uplink and downlink in an

IEEE 802.11 network consisting of a single AP and multiple stations
We get the probability that a station in backoff detects a successful transmission by conditioning on whether the AP is transmitting.  If the AP is transmitting, it is impossible for a station to successfully send a frame to the AP.  For the case where the AP is not transmitting, we need to condition on the number of stations that are transmitting and then use the physical layer model to get the probability that one of the i stations has a SINR that is above the recovery threshold while the remaining transmitting stations do not.  The resulting expression for PST(success) is
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We get the probability that a backed-off AP receives a successful transmission from one of the stations by conditioning on the number of stations that are transmitting.  We assume that the AP is in receive mode while it is backed off.  We get
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Once we have the mean MAC service times for both the stations and the AP, we use an M/M/1/K queue model to get the performance metrics for the network.  Each station has a capacity of K frames, including a frame buffer that can hold up to K − 1 frames.  We say that a station is in state n if it is holding n frames, 0 ( n ( K, with one being transmitted and max(0,n − 1) queued in the buffer.  The probability that a station is in state n is
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With the queue state probabilities in hand for the stations and the AP, we can get our metrics, again using the placeholder X ( {ST,AP}.  For instance, the queue blocking probability is the probability that the station is in state K:
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The mean system occupancy is the average number of frames at a station or at the AP: 
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Using Little's Law [16] it follows that the mean frame delay, i.e. the mean time from a frame's insertion into the tail of the MAC buffer to its successful reception, is 
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The station's frame reliability is the probability that a frame is neither dropped because the buffer is full nor discarded after + 1 unsuccessful transmission attempts:
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The mean throughput in frames per second is the frame arrival rate multiplied by the fraction of frames that successfully reach their destination, i.e. the reliability:
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5.2.5 Combining Components
The MAC sublayer model takes input from the PHY sublayer model to determine the probability that a transmitted frame is lost.  Previous versions of Bianchi-type models either ignored frame losses due to channel effects or they treated collisions with other frames and losses due to channel effects as independent events.  More recently, the work by Daneshgaran et al. has modeled the effect of channel capture, but has treated losses due to bit errors as separate, independent events.  In our model, we use a threshold-based system that jointly accounts for both collisions and channel errors to determine whether a transmitted frame reaches its destination.  
5.2.6 Example results
Consider again the example logical link topology of the Smart Grid network illustrated in Figure 6. The actors are grouped into Operations and Customer domains connected through Data Aggregation Points (DAP). The AMI Headend has a link with multiple DAPs, each of which in turn has a link with multiple smart meters (SM). The offered load on each link is listed in Table 11.  
For illustrative purposes only, we analyzed the logical link between a DAP and the smart meters assuming the use of an intervening layer of relays. The relays aggregate traffic from smart meters and they send the aggregated traffic to the DAP over an 802.11 wireless multiple access network.  Using the physical layer parameter values of Table 13 along with the channel parameters for the outdoor urban NLOS environment in Table 12, our 802.11 analysis tool processed the traffic parameters of the DAP-relay link and returned its mean delay, reliability, and throughput. The number of relays communicating with the DAP was set to 40 in this example, and the smart meters were assumed to be evenly allocated to the relays.  
Figure 10 plots the throughput and Figure 11 plots the delay on the DAP-relay link as a function of the number of smart meters served by each relay. The relay-DAP uplink saturates first, because of its higher traffic load, but not until 4000 smart meters per relay. Recalling the coverage analysis of Figure 7, the coverage radius at maximum power and 1% outage probability is about 0.5 km. Assuming comparable DAP and relay coverage radii, and an urban meter density of 2000 electric meters per square kilometer, the DAP would only have about 6000 smart meters within its two-hop coverage area, or about 150 smart meters per relay, far below the link’s capacity limit of 4000 smart meters per relay. Thus, considering all factors—geographic coverage, traffic load, and link performance—we observe that the SM relay-DAP link in this example is coverage-limited, not bandwidth-limited, and therefore has excess network capacity.  
The traffic load used in this example is derived from the three use cases that have been quantified thus far [12]. Naturally, additional application traffic will cause the network to saturate at a lower number of meters.
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Figure 10: Relay throughput, versus number of SMs aggregated per DAP
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Figure 11: Mean delay of relay and DAP, versus number of SMs aggregated per DAP
6 Findings / Results
Does wireless technology X meet SG-Network requirements


Performance Metrics



Reliability



Latency



Scalability

meets throughput needs

handles the number of devices needed



range



interference immunity


By actor to actor / Link by link which is the best to use



How does its work in urban, sub-urban, rural  



How well does it propagate (e.g. walls, basements, vaults, clutter, hills)



scalability over a quantity of end points



Equipment required to operate



Include processing time between actor to actor
7 Conclusions
1) Smart Grid Standards are Smart Business

2) Standards are great, everyone has one
3) Don’t touch downed power lines
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�Ron Cunningham: Or do we remove this inserted note and include SG Network TF’s latency in section 2.2 definitions? 


�Ron Cunningham: With this section title change, the intent is to represent that this section is more more generic (via the proposed new text) and not just limited to traffic modeling based on average message traffic for a day, e.g. expand to specific hour(s) of the day and of simulation and Monte Carlo assessments of the message traffic. After the intro of the simulation point in this section, the reader will be referred to section 5 for more discussion.


�Ron Cunningham: the range on the interval data responses is driven by the how often the interval data is transmitted, how many meter data points and interval time spans e.g. 60 minutes 15 minute. The value as intended to be interpreted for this payload should be 1600. The 2400 would apply for a how often of 4 events /SM/day. This same clarification applies across the other values in this table and Table 7 that have been marked with a change or highlighted. Note, this synching against the Requirements Table is not to take away from the example of using the method/steps, just clarifying the intended interpretation of the Requirements table.


�Ron Cunningham: to better sync with the payload size, the how often has been changed with the assumption of 15min interval data and 20 data points per interval


�Ron Cunningham: Q to David Cypher, I’m not following the formulat example. Is it to be comparable to the service switch oper failure below?


�Ron Cunningham: The water meters have been included, even though the Requirements Table does not currently contain those specifically identified payloads.


�Ron Cunningham: This included text may be too obvious, but to establish the baseline of understanding it is proposed to be retained.


�Ron Cunningham: same comment as in Table 4 above.


�Ron Cunningham: need to include at least some text that summarizes what is contained in this document. Also, what’s the rationale for embedding the file versus making it available as a separate but referenced deliverable?
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Characteristics

		Wireless Functionality and Characteristics Matrix for the Identification of Smart Grid Domain Application

		Functionality/Characteristic				Measurement Unit		Explanatory Notes		cdma2000 1x and cdma2000 HRPD		cdma2000 xHRPD				Technology 1		Technology 2		Technology 3		Technology 4		Technology 5		Technology 6				EDGE		UMTS		HSPA+		LTE				IEEE 802.11		IEEE 802.11				Explanatory Notes		GMR-1 3G (see Note 5)		IPOS/DVB-S2 [note 2 and note 6]		RSM-A (see note 7)				IEEE 802.16e		Comments		IEEE 802.16m		Comments				Inmarsat BGAN

																15.4 - 2.4GHz		15.4 - 915MHz		15.4g-.915MHz FSK		15.4g-915MHz DSSS		15.4g 915MHz FSK NB		15.4g 915MHz OFDM														11 baseline		11n

		Group 1:  Link Availability

		a:		Ability to reliably establish an appropriate device link		% of time				100 (assuming sufficient coverage)		100 (assuming sufficient coverage)				90		90		90		90		90		90				Depends on deployment (typical > 99%)		Depends on deployment (typical > 99%)		Depends on deployment (typical > 99%)		Depends on deployment (typical > 99%)				90		90				air interface is designed for 100% availability and ground equipment is designed  for 99.99%		100%		always on		always on				Typically >99% ([2] Section 13.1.1)				TBP						99.99

		b:		Ability to maintain an appropriate connection		failure rate per 1000 sessions				0 (assuming sufficient coverage)		0 (assuming sufficient coverage)																		Depends on deployment (typical < 1%)		Depends on deployment (typical < 1%)		Depends on deployment (typical < 1%)		Depends on deployment (typical < 1%)												none		always on		always on				99%  ([2], Section 13.1.1)				TBP

		Group 2: Data/Media Type Supported

		a:		Voice						Yes
(cdma2000 1x circuit voice OR cdma2000 HRPD VoIP)		Yes
(cdma2000 xHRPD VoIP)				No		No		No		No		No		No				Yes		Yes		Yes		Yes				Yes		Yes						yes		yes		yes				Yes				TBP						Yes - Standard Voice using 4kbps codec or high quality voice using 64kbps (3.1kHz)

		b:		Data		Max user data rate per user in Mbps				Peak data rates for [Forward Link (FL), Reverse Link (RL)]
[2.457 Mbps, 153.6 kbps]/1.25 MHz (HRPD-Rev. 0);
[3.072 Mbps, 1.8432 Mbps]/1.25 MHz (HRPD-Rev. A RL); 
[73.7 Mbps, 27.65 Mbps]/20 MHz (HRPD-Rev. B RL); 
[280.5 Mbps, 129 Mbps]/20 MHz (HRPD-Rev. C RL)		Peak data rates for [Forward Link (FL), Reverse Link (RL)]
[3.072 Mbps/1.25 MHz), 1.8432 Mbps]
Includes special range extension mode of (38.4 kbps/12.8 kHz)				0.25		0.25		0.05		0.0625		0.01		0.5625				69.6 x 8 slots = 556.8 Kbit/s		2.048 Mbps		28 Mbps per Rel 7 Phi layer		300 Mbps DL (4x4 MIMO); 75 Mbps UL (1x4 MIMO)				0.70		100.80						0.59		80		50				288.8 Mbps DL ( 4x4) 72.2 (1x4)  802.16-2009 MIMO Ad hoc provide references @ 20 MHz BW				TBP						0.492mbps using a 0.512mbps connection.

		c:		Video		Max resolution in pixels @ 
x fps				H.263 Profile 0/3 level 45;
H.264 Baseline profile level 1b;
MPEG-4 Visual Simple Profile Level 0b;
QCIF (176x144)/128 kbps/15 fps		H.263 Profile 0/3 level 45;
H.264 Baseline profile level 1b;
MPEG-4 Visual Simple Profile Level 0b;
QCIF (176x144)/128 kbps/15 fps				No		No		No		No		No		No				Yes		Yes		Yes		Yes												for typical video codes and rates supported see note 3		for typical video codes and rates supported see note 3		for typical video codes and rates supported see note 3				Yes				TBP						Application specific as dependant on codec - Guaranteed data rate for streaming up to a minimum of 0.384mbps

		Group 3: Coverage Area

		a:		Geographic coverage area		km2				Commercial deployments have been designed to support ranges of up to 180 km. 
Connections have been established for ranges up to 230 km. 
The coverage depends on several factors such as path loss exponent, reverse link loading or rise-over-thermal target, deployment scenario (coverage limited or interference limited) etc. 
Link budgets for CDMA systems usually benefit from features such as soft and softer handoff and ability for terminals to transmit all the time (i.e., no TDM loss).
Based on the 3GPP2 methodology that assumes 100% loading in all sectors at all times, 5 dB RoT, path loss exponent = 3.5, and interference limited scenarios the site-to-site distance is 2 km. 
This could be much larger for other scenarios such as those that may be used for Smart Grid deployments.		For terrestrial deployment, the same as cdma2000 HRPD; for satellite deployment depends upon the satellite configuration				0.05		0.25		0.95		3.80		2.01		0.48				35 km radius with normal timing advance; 120 km radius with extended timing advance		120 km radius for extended range cells		120 km radius for extended range cells		100 km radius				0.79		0.015						North America		global		North America and Hawaii				System performance optimized for coverage up to 5 km, functional up  to 100 km
 [2], Table 13)				TBP						Global (see attached coverage sheet)

		b:		Link budget		dB				See above. For the 3GPP2 methodology the maximum path loss is 140 dB. This however is a strong function of the above parameters and could be significantly larger for a smart grid deployment.		Depends upon the satellite EiRP and G/T				100		120		131		140		140		126.5				146.36/ 133.39 dB (Veh A50)		Up to 147 dB		~135 dB for AMR 12.2 (rate ~6 Kbps at app layer)		Up to 143 dB DL; Up to 133 dB UL				10.4		10.4						see GMR-1 3G 45.005 (ETSI 101-376-0505 v3.1.1) for performance specifications for various terminal types, modulation and coding schemes and frequency bands		Es/No range 
DL: 3-13 dB typical
UL: 3-10 typical		PLR = 2.5X10-7 at an Eb/No of 2.85 dB				Downlink 128.2 dB to 136.4 dB ( [4], Section 5.2)
Uplink 128.2 dB to 134.6 dB ( [4], Section 5.2)				TBP

		Group 4: Mobility

		a:		Maximum relative movement rate		m/s				Designed to meet the IMT-2000 requirement of 500 km/hr (~900 Hz at 2.1 GHz) or ~140 m/s; 
Is currently used in commercial aircraft (nominal speed ~880 km/hr) and high-speed trains (nominal speed ~350 km/hr).		Designed to meet the IMT-2000 requirement of 500 km/hr (~900 Hz at 2.1 GHz) or ~140 m/s; 
Is currently used in commercial aircraft (nominal speed ~880 km/hr) and high-speed trains (nominal speed ~350 km/hr).				6		17		17		17		17		17				350 km/h		350 km/h		350 km/h		350 km/h				20		20				plane moving directly towards the satellite		1000 km/hr		Not specified		Not specified				33 m/s (120 km/hr)				TBP						N/A for fixed terminals / 55.56 m/s for vehicular terminals

		b:		Maximum Doppler		Hz				Designed to meet the IMT-2000 requirement of 500 km/hr (~900 Hz at 2.1 GHz) or ~140 m/s; 
Is currently used in commercial aircraft (nominal speed ~880 km/hr) and high-speed trains (nominal speed ~350 km/hr).		Designed to meet the IMT-2000 requirement of 500 km/hr (~1 KHz at 2.2 GHz) or ~140 m/s; 
Is currently used in commercial aircraft (nominal speed ~880 km/hr) and high-speed trains (nominal speed ~350 km/hr).																		1000 with channel tracking equalizer		648		648		648												L-band UL 1,538 Hz
L- band DL 1,444 Hz
S- band UL 1870 Hz
S-band DL 2037 Hz
Doppler compensation contained in published specification		active Doppler compensation product exists		active Doppler compensation  possible				278 Hz				TBP

		Group 5: Data Rates

		a:		Peak over the  air uplink data rate		Mbps				153 kbps/1.25 MHz (cdma2000 HRPD-Rev. 0), 
1.8432 Mbps/1.25 MHz (cdma2000 HRPD-Rev. A and Rev. B),
129 Mbps/20 MHz (cdma2000 HRPD-Rev. C)		1.8432 Mbps/1.25 MHz, 38.4 kbps/12.8 kHz for special range extension mode				0.25		0.25		0.05		0.0625		0.01		0.5625				812.5 Kbit/s		1.024 Mbps		11 Mbps for Rel 7		75 Mbps (1x4 MIMO)				1		144						0.186		6		16				72.2 (1x4)  802.16-2009 MIMO Ad hoc provide references @ 20 MHz BW				TBP						0.512Mbps

		b:		Peak over the  air downlink  data rate		Mbps				2.457 Mbps/1.25 MHz (cdma2000 HRPD-Rev. 0), 
3.072 Mbps/1.25 MHz (cdma2000 HRPD-Rev. A), 
73.7 Mbps/20 MHz (cdma2000 HRPD-Rev. B), 
280.5 Mbps/20MHz  (cdma2000 HRPD-RevC)		3.072 Mbps/1.25 MHz				0.25		0.25		0.05		0.0625		0.01		0.5625				812.5 Kbit/s		2.048 Mbps		28 Mbps for Rel 7		300 Mbps (4x4 MIMO)				1		144						0.59		80		440				288.8 Mbps DL ( 4x4) 802.16-2009 MIMO Ad hoc provide references @ 20 MHz BW				TBP						0.512Mbps

		c:		Peak goodput uplink data rate		Mbps				Based upon typical operating point approximately 1% lower than the peak data rates		Based upon typical operating point approximately 1% lower than the peak data rates				0.17		0.17		0.05		0.06		0.01		0.55				69.6 x 8 slots = 556.8 Kbit/s		0.960 Mbps		~9 Mbps (~15% overhead wrt PHY)		~63.75 Mbps (~15% overhead wrt PHY)				0.70		100.80				goodput is difficult to determine instead we list FER to which the link margin would be defined		10-3 FER		10-5 FER		10-5 FER				72.2 mbps derated by 5-20%, depending on loading				TBP						0.512Mbps

		d:		Peak goodput downlink data rate		Mbps				Based upon typical operating point approximately 1% lower than the peak data rates		Based upon typical operating point approximately 1% lower than the peak data rates				0.17		0.17		0.05		0.06		0.01		0.55				69.6 x 8 slots = 556.8 Kbit/s		1.920 Mbps		~24 Mbps (~15% overhead wrt PHY)		~255 Mbps (~15% overhead wrt PHY)				0.7		100.8						10-3 FER		10-7 FER		10-7 FER				288.8 mbps derated by 5-20% depending on loading				TBP						0.512Mbps

		Group 6: RF Utilization

		a:		Public radio standard operating in unlicensed bands		GHz L/UL				Both cdma2000 1x and cdma2000 HRPD can be operated in unlicensed bands. Band plan needs to be developed for unlicensed bands.		cdma2000 xHRPD can be operated in unlicensed bands. Band plan needs to be developed for unlicensed bands.				2.4/2.483		0.902/0.928		.902/.928		.902/.928		.902/.928		.902/.928				Can be operated, but not currently specified.		Can be operated, but not currently specified.		Can be operated, but not currently specified.		Can be operated, but not currently specified.				YES		YES						n/a		n/a		n/a				Permitted in any unlicensed band below 6 GHz with interference mitigation				TBP						L Band (Licensed)

		b:		Public radio standard operating in licensed bands		GHz L/UL		1		Yes (for both cdma2000 1x and cdma2000 HRPD). Current band plans can be found in TIA-1030-D (C.S0057-D)		See Band class spec TIA-1030-D (C.S0057-D) (standardization in progress for satellite bands)				NA		NA		NA		NA		NA		NA				Multiple bands per 3GPP 45.005		Multiple bands as per 3GPP 25.101		Multiple bands as per 3GPP 25.101		Multiple bands as per 3GPP 36.101 and 36.104				NO		NO				1		L band and S band		C, Ku and Ka		Ka				Various, including:
0.450-0.470 GHz
0.698-0.960 GHz
1.710-2.025 GHz
2.110-2.200 GHz
2.300-2.400 GHz 
2.500-2.690 GHz
3.400-3.600 GHz
([2], Section 5.4)				TBP						TDMA

		c:		Private radio standard operating in licensed bands		GHz L/UL		1		Yes. Band plan may need to be developed for some private bands		Yes. Band plan may need to be developed for some private bands				NA		NA		NA		NA		NA		NA				Can be operated, but not currently specified.		Can be operated, but not currently specified.		Can be operated, but not currently specified.		Can be operated, but not currently specified.										1		n/a		n/a		n/a				Possible, e.g. 1.8 GHz in Canada				TBP						190kHz

		d:		Duplex method		TDD/FDD				Frequency Division Duplex (FDD), use of unpaired spectrum with paired spectrum		Frequency Division Duplex (FDD), use of unpaired spectrum with paired spectrum				TDD		TDD		TDD		TDD		TDD		TDD				FDD		FDD and TDD		FDD and TDD		FDD and TDD				TDD		TDD						FDD		FDD		FDD				TDD, FDD ( [1], Section 12)				TBP						200kHz

		e:		Bandwidth		kHz				1.25 MHz to 20 MHz		FL (1.25 MHz)
RL (1.25 MHz or for range extension mode:  6.4 kHz or 12.8 kHz)				3500		1200		120		240		15		281				208 kHz @ 99%		5 MHz for FDD		5 MHz for FDD		1.4, 3, 5, 10, 15, 20 MHz				22000		19000				Channel spacings are specified		variable channels are defined as multiples of 31.25kHz
maximum channel spacings are
UL: 156.25kHz  , 
DL: 312.5 kHz		DL: from 1.5 to 54 MHz
UL: from 80 kHz to 2.56 MHz		DL: 500,000
UL: 62.5/96, 62.5/24, 62.5/3 MHz				3.5, 5, 7, 8.75, 10, 20 [1]				TBP

		f:		Channel separation		kHz				Typically 1.25 MHz		Typically 1.25 MHz				5000		2000		200		400		25		400				200 kHz channel spacing		5 MHz for FDD		5 MHz for FDD		Nominal Channel spacing = (BWChannel(1) + BWChannel(2))/2, where BWChannel(1) and BWChannel(2) are the channel bandwidths of the two respective carriers				3000		6000				from center frequencies		multiples of 31.25kHz		DL:  40 MHz
UL: 1.25 (minimum specified) to 1.4 X symbol rate		DL: 500,000
UL: 62.5/96, 62.5/24, 62.5/3 MHz				Nominal Channel spacing = (BWChannel(1) + BWChannel(2))/2, where BWChannel(1) and BWChannel(2) are the channel bandwidths of the two respective carriers				TBP

		g;		Number of non overlapping channels in band of operation						Typically bandwidth divided by 1.25 MHz. See Band class spec (TIA-1030-D or C.S0057-D)		See Band class spec TIA-1030-D (C.S0057-D) (standardization in progress for satellite bands)				16		10		129		65				65				See 3GPP 45.005		See 3GPP 25.101		See 3GPP 25.101		See 3GPP 36.101 and 36.104				3		3				bandwidth is variable depending on the satellite, terminal type and allocation per spot beam		maximum #
L-band UL and DL: 1087
S-band DL: 960
UL: 1280		UL: 50 for 512 ksymbol carriers for example per 36 MHz satellite transponder
DL: up to 24-1.25 Msps carriers to one 30 Msps carrier		from 3 to 96 per 62.5 MHz band depending on suballocations on UL and there is only one DL carrier is the system				dependent on spectrum and bandwidth				TBP

		h:		Spectral Efficiency		bits/sec/Hz				Peak Spectral Efficiencies: 
0.125 (CDMA HRPD-Rev. 0 RL); 
1.509 (CDMA HRPD-Rev. A and Rev. B RL); 
3.53 (CDMA HRPD-Rev. C RL); 
2 (CDMA HRPD-Rev. 0 FL), 
2.51 (CDMA HRPD-Rev. A FL), 
4.05 (CDMA HRPD-Rev. B FL), 
15.13 (CDMA HRPD-Rev. C FL)		Peak Spectral Efficiencies: 
2.51 (FL) 
1.509 (RL) or 3.0 (for RL range extension mode)				0.07		0.21		0.42		0.26		0.67		2.00				812.5/200 = 4.0625		0.2048 bit/s/Hz UL; 0.4096 bit/s/Hz DL		2.2 bit/s/Hz UL; 5.6 bit/s/Hz DL		3.75 bit/s/Hz UL; 15 bit/s/Hz DL				0.045		7.6						UL: 1.2
DL: 1.9		DL:  3
UL: 2		DL:  1.6
UL: 1.5				Up to 14.44 DL / 3.61 UL (4 by 4 MIMO)				TBP

		i:		Cell Spectral Efficiency		bits/sec/Hz/cell				Typical cells consist of 3 or 6 sectors per 1.25MHz carrier. Therefore the peak cell spectral efficiency is the number in the above entry scaled by 3 or 6.		Peak Spectral Efficiencies: 
2.51 (FL) 
1.509 (RL) or 3.0 (for RL range extension mode)																		1.1760 Mbit/s/MHz/cell (Veh A50)		0.67 DL (with Diversity); 0.47 UL (Pedestrian A)		1.6 with 100% loading on all cells		1.8 - 3.2 DL; 0.7 - 1.05 UL										a cell translates to a spot beam for satellite frequency reuse is given		depends on satellite typically 4 or 7		depends on satellite		reuse of 4 for DL and UL				1.3-1.84 DL and 0.7-0.99 UL TDD for 2x2 MIMO 
[2] Section 1.7 and  & [4] Section 5.4				TBP

		Group 7: Data Frames and Packets

		a:		Frame duration		ms				1.66 ms slots and 26.66 ms frames (cdma2000 HRPD). 
1.25 ms slots and 5 ms, 20 ms, 40 ms, 80 ms frames (cdma2000 1x)		1.66 ms slots and 26.66 ms frames, 20 ms for range extension mode				4.26		4.26		242.88		193.54		218.40		21.59				120/26 ms		10 ms (2 ms TTI)		10 ms (2 ms TTI)		10 ms (1 ms TTI)				18.4		3.61						40 msec		UL: 45 ms
DL DVB-S2 is unframed		UL; 96 ms
DL: 3 ms				2.5-20 msec [1] clause 8.3.5.3				TBP						80ms

		b:		Maximum packet size		bytes				1536 bytes per 1.25 MHz carrier (max of 15-carriers) [CDMA 2000 HRPD]. 
2592 bytes per 1.25 MHz carrier [cdma2000 1x]		1536 bytes per 1.25 MHz carrier, 96 bytes per 12.8 kHz channel in range extension mode				127		127		1500		1500		255		1500				1560 octets at RLC interface		No fixed size for FDD (depends on modulation level and number of channelization codes); TDD (3.84 Mbps) = 12750 bytes (see 3GPP 25.321)		42192 bits per stream on DL; 22996 bits for UL		8188 bytes for DL/UL				2300		65000				max Ethernet MTU		1500		1500		1500				Maximum IP packet size: 1522 [1]				TBP

		c:		Segmentation support		Yes/No				Segmentation is supported.		Segmentation is supported.				No		No		No		No		No		No				Yes		Yes		Yes		Yes				YES		YES						yes		yes		yes				Yes [1]				TBP						Yes

		Group 8: Link Quality Optimization

		a:		Diversity technique		antenna, polarization, space, time				antenna, polarization, space, time		antenna, polarization, space, time,				Frequency		Frequency		Frequency		Frequency		Frequency		Frequency, time				Yes		Yes		Yes		Yes				antenna		space						antenna polarization and time diversity		none		none				Rx antenna diversity, Space Time Block Codes, Spatial Multiplexing				TBP						none

		b:		Beam steering		Yes/No				Yes		Yes				No		No		No		No		No		No				No		No (for Rel 5)		Yes		Yes				NO		YES						no		no		no				Yes [1]				TBP						no, manual pointing

		c:		Retransmission		ARQ/HARQ/-				Yes		Yes				ARQ		ARQ		ARQ		ARQ		ARQ		ARQ				Yes, e.g., ARQ, HARQ -Incremental Redundancy		Yes, e.g., ARQ/HARQ		Yes, e.g., ARQ/HARQ		Yes, e.g., ARQ/HARQ				YES		YES						ARQ		UL: ARQ
DL: network layer		ARQ				ARQ ( [1], Section 6.3.1); HARQ ([1], Section 8.4.16)				TBP						ARQ

		d:		Error correction technique						Convolutional, Turbo, Linear and Non-Linear Block Codes		Convolutional, Turbo, Linear and Non-Linear Block Codes				No		No		FEC		FEC		FEC		FEC				Punctured convolutional coding		Convolutional and Turbo		Convolutional and Turbo		Turbo; Tail Biting Convolution on BCH				no		yes - BCC, LDPC						FEC		FEC		FEC				Reed Solomon Convolutional Coding, Convolutional Turbo Coding ([1], Section 8.3.3.2)				TBP						FEC

		e:		Interference cancellation						Yes (Not mandated by specifications)		Yes (Not mandated by specifications)				No		No		No		No		No		No				Yes, e.g., Single Antenna Interference Cancellation (SAIC)		No (for Rel 5)		Yes for both DL and UL		Yes				no		yes						no		yes		no				Vendor specific (MLD)				TBP						None

		Group 9: Radio Performance Measurement & Management

		a:		RF frequency of operation						See Band class specification (TIA-1030-D or C.S0057-D)		See Bandclass spec TIA-1030-D (C.S0057-D) (standardization in progress for satellite bands)				2.4/2.483		0.902/0.928		.902/.928		.902/.928		.902/.928		.902/.928				Multiple bands per 3GPP 45.005		Specified in 3GPP 25.101		Specified in 3GPP 25.101		Specified in 3GPP 36.101				2.4		2.4						L and S band		C, Ku, and Ka		Ka				Any available band below 6 GHz [1]				TBP						Receive: 1525.0 – 1559.0MHz / Transmit: 1626.5 – 1660.5MHz

		b:		Retries						Yes		Yes				Yes		Yes		Yes		Yes		Yes		Yes				Configurable		Configurable		Configurable		Configurable				Report Available		Report Available						yes		yes		yes				<= 4 [1]				TBP						yes

		c:		RSSI						Yes. [-13, -114+Noise Figure] dBm		Yes				Yes		Yes		Yes		Yes		Yes		Yes				Yes; 64 levels between -110 dBm+scale and -48 dBm+scale		Yes; 77 levels between -100 dBm and -25 dBm		Yes; 77 levels between -100 dBm and -25 dBm		LTE reports Reference Signal Received Power (RSRP) for LTE neighbor cells and RSSI (77 levels between -100 dBm and -25 dBm) for HSPA and EDGE neighbor cells. See 3GPP TS 36.133.				Report Available		Report Available						yes		yes		yes				RSSI and other measurements are reported per.[1] sub clause 6.3.2.3.33.				TBP						C/No reporting

		d:		Lost packets						Residual FER/PER above Radio Link Protocol (RLP) typically less than 0.01%		Residual FER/PER above Radio Link Protocol (RLP) typically less than 0.01%																		Residual BLER = 1% after HARQ		Residual BLER = 1% after HARQ		Residual BLER = 1% after HARQ		Residual BLER = 1% after HARQ				Report Available		Report Available						yes		yes		yes				Near zero PER after ARQ and HARQ in most propagation environments.				TBP						Lost packet is monitored via ARQ at Data Packet level. Also the RAN monitors the Packet in the return direction

		Group 10: Power Management

		a:		Mechanisms to reduce power consumption						Discontinuous Transmission (DTX) [cdma2000 1x and HRPD]
Discontinuous Reception (DRX), [cdma2000 HRPD]
Power Control and H-ARQ, [cdma2000 1x and HRPD]
Adaptive Slot Cycle Index. [cdma2000 1x and HRPD]
Quick Paging Channel (QPCH), [cdma2000 1x and HRPD]
Smart Blanking, [cdma2000 1x and HRPD]
Dynamic RL overhead suppression [cdma2000 HRPD]		Discontinuous Transmission (DTX) 
Discontinuous Reception (DRX)
Power Control 
Adaptive Slot Cycle Index
Quick Paging Channel (QPCH)
Smart Blanking				Yes		Yes		Yes		Yes		Yes		Yes				Yes, e.g., DTX, DRX		Yes, e.g., DTX, DRX		Yes, e.g., DTX, DRX		Yes, e.g., DTX, DRX				Sleep mode		Sleep mode						power control and rate adaptation		power control and rate adaptation		power control and rate adaptation				Sleep mode ([1], Section 6.3.20); Idle mode ([1], Section 6.3.2.3), Tx power control ([1], Section 8.1.7)				TBP						Sleep mode

		b:		Low power state support						DTX, DRX, Adaptive Slot Cycle Index, QPCH, Smart Blanking, Dynamic RL overhead suppression		DTX, DRX, Adaptive Slot Cycle Index, QPCH, Smart Blanking, Dynamic RL overhead suppression (except for range extension mode)				Yes		Yes		Yes		Yes		Yes		Yes				Yes		Yes		Yes, e.g., Longer DTX/DRX cycles in all states		Yes				yes		yes						yes idle or sleep mode is supported		receiver always on TX off		receiver always on TX off				Sleep mode ([1], Section 6.3.20); Idle mode ([1], Section 6.3.2.3)				TBP						Sleep mode

		Group 11: Connection Topologies

		a:		Point to point						Peer-to-Peer support at IP layer		Peer-to-Peer support at IP layer				Yes		Yes		Yes		Yes		Yes		Yes				Yes		Yes		Yes		Yes				YES		YES						yes		yes		yes				Yes				TBP						Yes

		b:		Point to Multipoint						Yes. Physical Layer support		Yes. Physical Layer support				Yes		Yes		Yes		Yes		Yes		Yes				Yes		Yes		Yes		Yes				YES		YES						yes		yes		yes				Yes				TBP						Yes

		c:		Broadcast						Yes. Physical Layer support including single frequency networks		Yes. Physical Layer support including single frequency networks				Yes		Yes		Yes		Yes		Yes		Yes				Yes		Yes		Yes		Yes				YES		YES						yes		yes		yes				Yes				TBP						Potential development

		d:		MESH						Supported at IP layer		Supported at IP layer				Yes		Yes		Yes		Yes		Yes		Yes				No		No		No		No				YES		YES						push to talk		yes		yes				No; note that IEEE Std 802.16j-2009 adds relay functionality.				TBP

		Group 12: Connection Management

		a:		Handover						Fast Server Selection on the FL (cdma2000 HRPD); 
Soft and Softer Handoff on the Reverse link (cdma2000 1x and cdma2000 HRPD); 
Soft and Softer Handoff on Forward (cdma2000 1x).
Inter and intra frequency handover supported. 
Inter frequency handover can occur within the same band or different band.		Fast Server Selection on the FL; 
Soft and Softer Handoff on the Reverse link;
Inter and intra frequency handover supported. Range extension mode does not support connected state handoff.
Inter frequency handover can occur within the same band or different band.				No		No		No		No		No		No				Yes		Yes		Yes		Yes				yes		yes						yes		yes		yes				Yes				TBP						Yes for terminals designed to be used on the move

		b:		Media Access Method						CDMA for cdma2000 1x FL and RL; 
CDMA and TDM for cdma2000 HRPD FL; 
CDMA for cdma2000 HRPD RL; 
Contention based access. Delay between accesses is control by a pseudo random procedure. Different class of mobiles can have different input parameters to the randomization procedure [cdma2000 1x and cdma2000 HRPD].		CDMA and TDM for FL; 
CDMA for RL except for range extension mode which is FDMA.
Contention based access. Delay between accesses is control by a pseudo random procedure. Different class of mobiles can have different input parameters to the randomization procedure.				CSMA		CSMA		CSMA		CSMA		CSMA		CSMA				Random followed by connection oriented		Random followed by connection oriented		Random followed by connection oriented		Random followed by connection oriented				CSMA		CSMA						slotted ALOHA		slotted ALOHA		slotted ALOHA				Coordinated contention followed by connection oriented with 5 service disciplines.				TBP						TDMA

		c:		Discovery						Access Terminal discovers access network based on control channel information		Access terminal discovers access network based on control channel information				Yes		Yes		Yes		Yes		Yes		Yes				Sync and Broadcast channel		Sync and Broadcast channel		Sync and Broadcast channel		Sync and Broadcast channel				yes		yes						yes		yes		yes				Autonomous				TBP						Network logon/registration

		d:		Association						Yes. Using one of many identifiers		Yes. Using one of many identifiers				Yes		Yes		Yes		Yes		Yes		Yes				Temporary Block Flow (TBF)		Through various RNTIs		Through HRNTI and ERNTI assigned to UEs		Through CRNTI				yes		yes						yes		yes		yes				Through SFID.				TBP

		Group 13: QoS and Traffic Prioritization

		a:		Traffic priority		diffserv, resserv				Traffic priority is supported via the Flow Profile. Flow Profile is determined by desired Quality of Service (QoS)		Traffic priority is supported via the Flow Profile. Flow Profile is determined by desired Quality of Service (QoS)				No		No		No		No		No		No				3GPP-defined priorities		3GPP-defined priorities		3GPP-defined priorities		3GPP-defined priorities												diffserv, resserv		diffserv, resserv		diffserv, resserv				Connection oriented QoS support ([1], Section 6.3.20)				TBP						Yes - Background and Streaming

		b:		Pass-thru Data Tagging						Full IP Stack Supported. Implementation above IP layer is possible		Full IP Stack Supported. Implementation above IP layer is possible				No		No		No		No		No		No																				VLAN tagging		yes		yes		yes				N/A				TBP

		c:		Radio queue priority						Radio queuing is supported where different flows can be assigned different priorities. Various mechanisms supported including Distributed Network Scheduling, Load-adaptive and distributed stochastic scheduling etc.		Radio queuing is supported where different flows can be assigned different priorities. Various mechanisms supported including Distributed Network Scheduling, Load-adaptive and distributed stochastic scheduling etc.				No		No		No		No		No		No				Scheduler in base station		Yes at the Node B scheduler		Yes at the Node B scheduler		Yes at the eNode B scheduler				yes, 11e		yes, 11e						yes		yes		yes				Supported				TBP

		Group 14: Location characterization		Location Characterization

		a:		Location awareness (x,y,z coordinates)						• Assisted GNSS including A-GPS
• Advanced Forward Link Trilateration (AFLT)
• A-GNSS/AFLT Hybrid (using combination of Assisted GNSS and Cellular Infrastructure measurements) 
• Mobile station assisted and mobile station based solutions for GNSS and AFLT
• cdma2000 HRPD AFLT enhanced with Highly Detectable Pilot		• Assisted GNSS including A-GPS
• Advanced Forward Link Trilateration (AFLT)
• A-GNSS/AFLT Hybrid (using combination of Assisted GNSS and Cellular Infrastructure measurements)
• Mobile station assisted and mobile station based solutions for GNSS and AFLT
• AFLT enhanced with Highly Detectable Pilot
• AFLT not applicable in satellite deployment				No		No		No		No		No		No				aGPS and UTDOA methods as per 3GPP spec		aGPS and OTDOA methods as per 3GPP spec		aGPS and OTDOA methods as per 3GPP spec		aGPS and OTDOA methods as per 3GPP spec				yes		yes						yes		yes		yes				LBS supported ([6], Section 5.1.2.7)				TBP						Yes, GPS

		b:		Ranging  (distance reporting)						Information is available to allow ranging to be implemented		Information is available to allow ranging to be implemented				Yes		Yes		Yes		Yes		Yes		Yes														no		no						yes		yes		yes				Optional				TBP						N/A

		Group 15: Security and Security Management

		a:		Encryption		Algorithms supported				Yes - AES		Yes - AES				CCM*		CCM*		CCM*		CCM*		CCM*		CCM*				A5/3, A5/4, GEA3		KASUMI		KASUMI and SNOW 3G		SNOW 3G/AES				AES-CCM		AES-CCM						3GPP algorithms 
3GPP 33.105 v7		Link Layer none, IPSec SHA-1 and SHA-2 note 4		Link Layer SHA-1, IPSec SHA-1 and SHA-2 note 4				AES128				TBP

		b:		Authentication						Yes - CAVE, AKA
Mutual authentication supported		Yes - CAVE, AKA
Mutual authentication supported				CCM*		CCM*		CCM*		CCM*		CCM*		CCM*				Yes		Yes, mutual		Yes, mutual		Yes, mutual				yes - EAP based		yes - EAP based						3GPP protocols
3GPP 33.105 v7		SHA-2 note 4		SHA-2 note 4				EAP based
EAP-TLS mandatory,
EAP-TTLS, EAP-SIM, EAP-AKA optional				TBP						Yes

		c:		Replay protection						Yes		Yes				CCM*		CCM*		CCM*		CCM*		CCM*		CCM*				Yes		Yes		Yes		Yes				yes		yes						yes 3GPP 33.105 v7		provided by IPSec note 4		provided by IPSec note 4				Each encrypted packet contains packet number for receiver to detect and drop replays				TBP

		d:		Key exchange		Protocols supported				Yes - CAVE, AKA, and Diffie-Hellman		Yes - CAVE, AKA, and Diffie-Hellman				SKKE, CBKE		SKKE, CBKE		SKKE, CBKE		SKKE, CBKE		SKKE, CBKE		SKKE, CBKE				MILENAGE		MILENAGE		AKA		AKA				EAP		EAP						3GPP protocols
3GPP 33.105 v7		Proprietary (using 3DES) for link layer; IKE for IPSec note 4		Proprietary (using 3DES) for link layer; IKE for IPSec note 4				PKMv2 ([1], Section 7.2.2)				TBP

		e:		Rogue node detection						Yes		Yes																												yes - 11k		yes - 11k						N/A		N/A		N/A														Fraud detection supported

		Group 16: Radio Environment

				Channel model						Systems designed and analyzed with multiple channel models including AWGN, Rayleigh, Rician, and High-Doppler's. 
See Evaluation Methodology Document (C.R1002-B)		Systems designed and analyzed with multiple channel models including AWGN, Rayleigh, Rician, and High-Doppler's.				Suburban		Small City		Small City		Small City		Small City		Small City				Per 3GPP specs		Per 3GPP specs		Per 3GPP specs		Per 3GPP specs				Suburban		Suburban						AWGN / Ricean / Rain fades		AWGN / Ricean / Rain fades		AWGN / Ricean / Rain fades				AWGN, ITU Pedestrian B, Vehicular A, ITU IMT-Advanced				TBP						AWGN/Ricean

				Interference sources						cdma2000 handles interference due to neighboring cells, other users in the same cell, adjacent carriers, adjacent bands, and jammers		Handles interference due to neighboring cells, other users in the same cell, adjacent carriers, adjacent bands, and jammers				Bursty		Bursty		Bursty		Bursty		Bursty		Bursty				Other users, cells and networks		Other users, cells and networks		Other users, cells and networks		Other users, cells and networks				Bursty		Bursty						adjacent channel / adjacent beam / out-of-bound emissions from adjacent systems		adjacent channel / adjacent beam / out-of-bound emissions from adjacent systems		adjacent channel / adjacent beam / out-of-bound emissions from adjacent systems				Other WiMAX terminals and base stations; proximity to ISM when operating in 2.3 and 2.5 GHz bands				TBP						Meets all relevant ITU and ETSI specifications

		Group 17: Intra-technology Coexistence

		a:		Co-channel interference						Both cdma2000 1x and cdma2000 HRPD are designed to operate in the presence of co-channel interference		cdma2000 xHRPD is designed to operate in the presence of co-channel interference				0		0		0		0		0		0				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation												resource management		resource management		resource management				Can be minimized in partially loaded networks				TBP

		b:		Adjacent channel interference						Both cdma2000 1x and cdma2000 HRPD are designed to operate in the presence of adjacent channel interference		cdma2000 xHRPD are designed to operate in the presence of adjacent channel interference				0		0		0		0		0		0				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				35dB ACI rejection		-2dB ACI rejection						allowed to TX: < -25 dBc
selectivity to RX: +15 dBc		total aggregate power in adjacent channel < -16.5 dBc		total aggregate power in adjacent channel < -16.5 dBc				19 db Selectivity  (Extrapolated for QPSK half rate from numbers in [1] Table 546)				TBP

		c:		Alternate channel interference						Both cdma2000 1x and cdma2000 HRPD are designed to operate in the presence of alternate channel interference		cdma2000 xHRPD are designed to operate in the presence of alternate channel interference				30		30		30		30		30		30				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation						14dB ACI rejection						allowed to TX: < -25 dBc
selectivity to RX: +15 dBc		total aggregate power in adjacent channel < -33 dBc		total aggregate power in adjacent channel < -16.5 dBc				38 db Selectivity  (Extrapolated for QPSK half rate from numbers in [1] Table 546)				TBP

		d:		Collision avoidance						cdma2000 channels are a shared medium and therefore do not need collision avoidance. 
The cdma2000 random access channel on the RL does use collision backoff and persistence algorithms.		cdma2000 xHRPD FL channels are a shared medium and therefore do not need collision avoidance. 
cdma2000 xHRPD random access channel on the RL does use collision backoff and persistence algorithms.				CSMA		CSMA		CSMA		CSMA		CSMA		CSMA				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				CSMA		CSMA						by assignment		by assignment		by assignment				not required				TBP

		e:		Protection mechanisms						Not required for traffic channel operation. 
Employed for RL Access Channel (access channel backoff, persistence algorithms, access probe randomization)		Not required for traffic channel operation. 
Employed for RL Access Channel (access channel backoff, persistence algorithms, access probe randomization)				LBT		LBT		LBT		LBT		LBT		LBT				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				LBT		LBT						ALOHA / power control / FEC / rate adaptation		ALOHA / power control / FEC / rate adaptation /interference cancellation		ALOHA / power control / FEC / rate adaptation				Frequency planning, antenna diversity, allocations				TBP

		Group 18: Inter-technology Coexistence

		a:		Sensitivity to other interfering radio technologies						Both cdma2000 1x and cdma2000 HRPD operate in the presence of interfering radio technologies and possess sharp spectral masks and good RF filtering (Refer MPS specs)		cdma2000 xHRPD operates in the presence of interfering radio technologies and possess sharp spectral masks and good RF filtering				low		low		low		low		low		low				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				low - DSSS		medium						regulatory protection in place		regulatory protection in place		regulatory protection in place														Meets all relevant ITU and ETSI specifications

		b:		Degree of interference caused to other radio technologies						Detailed emissions requirements and spectral masks are listed in the Access Network and Access Terminal minimum performance specifications		Detailed emissions requirements and spectral masks are listed in the Access Network and Access Terminal minimum performance specifications				<1%		<1%		<1%		<1%		<1%		<1%				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				low - DSSS		low						regulatory protection in place		regulatory protection in place		regulatory protection in place				Minimal in licensed spectrum				TBP						Meets all relevant ITU and ETSI specifications

		c:		Sensitivity to power line RF emissions						None		None				no effect		no effect		no effect		no effect		no effect		no effect				Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation		Managed as per 3GPP specs and implementation				low - DSSS		low						terminals can be designed to meet requirements as they become available																		Meets all relevant ITU and ETSI specifications

		Group 19: Unique Device Identification

		a:		MAC address						Basic ID is the IMSI, which is the subscription ID.  
MAC IDs are assigned to provide shorter addresses for data communications. Each device has an Mobile Equipment ID (MEID)		Basic ID is the IMSI, which is the subscription ID.  
MAC IDs are assigned to provide shorter addresses for data communications. Each device has an Mobile Equipment ID (MEID)				Yes		Yes		Yes		Yes		Yes		Yes						Yes		Yes		Yes				Yes		Yes						yes		yes		yes				Yes				TBP						Supported

		b:		SIM card						Systems may support SIM cards in the form of R-UIM or CSIM. In this case the IMSI (subscription ID) is on the SIM. 
In addition, each SIM card has a Universal Integrated Circuit Card (UICC_ID).		Systems may support SIM cards in the form of R-UIM or CSIM. In this case the IMSI (subscription ID) is on the SIM. 
In addition, each SIM card has a Universal Integrated Circuit Card (UICC_ID).				No		No		No		No		No		No				Yes		Yes		Yes		Yes				No		No						yes		no		SAM card				Optional				TBP						Supported

		c:		Other identity						IP address		IP address				No		No		No		No		No		No				IMEI		IMEI		IMEI		IMEI				Yes  Certificates (EAP-TLS)		Yes  Certificates (EAP-TLS)						3GPP identities		IP address		IP address, Electronic Serial Number, SiteID				X.509 certificates				TBP						IMEI/MSISDN

		d:		Rogue detection						Mutual authentication with AKA		Mutual authentication with AKA																		Yes		Yes		Yes		Yes				yes - in 11k		yes - in 11k						N/A		N/A		N/A				single root for X.509 certificates				TBP

		Group 20: Technology Specification Source

		a:		Base Standard SDO		SDO name				TIA (Most of the technical work is done in 3GPP2)		TIA (Most of the technical work from 3GPP2)				IEEE 802.15.4		802.15.4		IEEE 802.15.4		IEEE 802.15.4		IEEE 802.15.4		IEEE 802.15.4				ATIS (3GPP Organizational Partner)		ATIS (3GPP Organizational Partner)		ATIS (3GPP Organizational Partner)		ATIS (3GPP Organizational Partner)				IEEE 802.11		IEEE 802.11						ETSI / ITU / TIA		ETSI / ITU / TIA		ETSI / ITU / TIA				IEEE 802.16 Working Group				IEEE 802.16 Working Group						ITU/ETSI

		b:		Profiling and Application Organizations		Association/Forum Name				The CDMA Development Group (CDG) is an industry support organization. 
The CCF performs device certification.  
Applications standardization is performed by all of the organization that support the cellular industry which includes OMA, OMTP, W3C, BT-SIG, and others		The CDMA Development Group (CDG) is an industry support organization. 
The CCF performs device certification.  
Applications standardization is performed by all of the organization that support the cellular industry which includes OMA, OMTP, W3C, BT-SIG, and others				ZigBee/IETF/ISA		ZigBee/IETF/ISA		ZigBee/IETF/ISA		ZigBee/IETF/ISA		ZigBee/IETF/ISA		ZigBee/IETF/ISA														WFA		WFA						n/a		n/a		n/a				WiMAX Forum				WiMAX Forum						GSMA

		Deployment Domain Information Useful in Characterizing Domains

		Physical Environment

				Temperature range						Four classes of temperature ranges are defined for the access terminal (AT):
A: -40 to 70 deg C
B: -30 to 60 deg C
C: -20 to 50 deg C
D: 0 to 45 deg C		Four classes of temperature ranges for the mobile station (MS) and the access terminal (AT):
A: -40 to 70 deg C
B: -30 to 60 deg C
C: -20 to 50 deg C
D: 0 to 45 deg C																		As per 3GPP 45.005		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104												from -10 C to +55 C and relative humidity of 25% to 75%.		from -10 C to +55 C and relative humidity of 25% to 75%.		from -10 C to +55 C and relative humidity of 25% to 75%.				vendor-dependent				TBP						-25 to +60 Deg C

				RF Noise sources - other radios						cdma2000 1x and cdma2000 HRPD systems designed to operate in the presence of all known interferers		cdma2000 xHRPD systems designed to operate in the presence of all known interferers																		As per 3GPP 45.050		As per 3GPP 25.942		As per 3GPP 25.942		As per 3GPP 36.101 & 36.104												inband blocking -70 dBm
out of band blocking -35 dBm		terminals meet Title 47 CFR Part 15 class B emissions requirements		terminals meet Title 47 CFR Part 15 class B emissions requirements				band-dependent				TBP

				RF Noise sources - other electrical equipment						cdma2000 1x and cdma2000 HRPD systems designed to operate in the presence of all known interferers		cdma2000 xHRPD systems designed to operate in the presence of all known interferers																		As per 3GPP 45.005		As per 3GPP 25.943		As per 3GPP 25.943		As per 3GPP 36.101 & 36.104												inband blocking -70 dBm
out of band blocking -35 dBm		terminals meet Title 47 CFR Part 15 class B emissions requirements		terminals meet Title 47 CFR Part 15 class B emissions requirements

				Obstructions (walls, tress, cabinets,…)						cdma2000 1x and cdma2000 HRPD systems designed to operate in the presence of all known interferers		cdma2000 xHRPD systems designed to operate in the presence of all known interferers																		Yes taken into account for performance		Yes taken into account for performance		Yes taken into account for performance		Yes taken into account for performance												GMR-1 3G is designed for outdoor mobile satellite use, assuming AWGN and Rician Fading K = 9 dB		N/A los link		N/A los link														Ability to see satellite but can transmit through thin non-metallic obstructions

		Group 21: Extensions- Wireless Functionality NOT directly specified by a standard that is needed in quantifying operating metrics

				Rx sensitivity		dBm				"-114dBm/Hz + Noise Figure"		"-114dBm/Hz + Noise Figure"				-97		-110		-101		-110		-110		-96.5				–100 dBm (Veh A120) @ 10% BLER		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104				-95		-67						typically -125 dBm for 31.25 kHz		PER<1X10^-7 at Es/No
of 9.75dB  DVBS2 8PSK rate 5/6		PLR = 2.5X10-7 at an Eb/No of 2.85 dB				Composite Rx Sensitivity –88.4 dBm to –100.4 dBm ([4], Section 5.2)				TBP

				Tx Power peak		dBm				Depends on Access Network and Access Terminal class (See cdma2000 1x and cdma2000 HRPD MPS documents)		Depends on Access Network and Access Terminal class				3		10		30		30		30		30				As per 3GPP 45.005		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104				20		17						depends on terminal type range: -4.8 to 17.8 dB EIRP		39dBW 74cm antenna (1W radio) to 52dBW 2.4m antenna (2W radio)		EIRP range from 47.9 to 66.9 dBW				Power Class Profiles 1-4 ([6, Section 8])				TBP						36

				Tx Power steps		dB				Depends on implementation		Depends on implementation				1		1		1		1		1		1				As per 3GPP 45.005		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104												0.4 dB		5.00E-01		5.00E-01				1				TBP						1

				Antenna gain		dBi				Depends on implementation		Depends on implementation				5		5		5		5		5		5				As per 3GPP 45.005		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104				5		5						depends on terminal type range: -4 to 15 dBi		28-49		25-40				Device specific				TBP						14

				Noise floor		dBm				Depends on implementation		Depends on implementation				-114		-115		-124		-123		-129		-112				As per 3GPP 45.050		As per 3GPP 25.101 & 25.102		As per 3GPP 25.101 & 25.102		As per 3GPP 36.101 & 36.104				-95		-94						depends on terminal type range: -168.6 to -172.1 dBm/Hz		-228.6 + 10 log 40 or 50		G/T range from 18.2 to 29.2 dB/K				-174 dBm / Hz ([4], Section 5.2)				TBP						Rx Noise figure typically  2.5 dB

				Modulation		GFSK, OFDM, BPSK, GMSK				BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM, OOK		BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM, OOK				OQPSK		OQPSK		GFSK		OQPSK		GFSK		OFDM: QPSK				GMSK, 8-PSK		BPSK/QPSK		QPSK, 16QAM per Rel 7		QPSK, 16QAM/64QAM				DBPSK, DSSS		OFDM, MIMO, 64-QAM						p/2 CBPSK, p/4 CQPSK, 16-APSK or 32-APSK		DL: QPSK, 8 PSK, 16 APSK
UL: OQPSK		DL: QPSK
UL: OQPSK				OFDMA; QPSK, 16QAM, 64QAM on the DL and UL ([1], Section 8.1.4.4.7 and 8.1.5.3.7)				TBP						QAM/RQPSK

				Forward error Coding						Convolutional, Turbo, Linear and Non-Linear Block Codes		Convolutional, Turbo, Linear and Non-Linear Block Codes				none		none		convolutional, 1/2 rate		convolutional, 1/2 rate		convolutional, 1/2 rate		convolutional, 1/2 rate				Punctured convolutional code		Convolutional and Turbo		Convolutional and Turbo		Turbo; Tail Biting Convolution on BCH												Convolutional, LDPC and Turbo		DL: LDPC 
UL: Turbo/BCH		UL: outer code Reed-Solomon, inner code: Hamming
DL: outer code Reed-Solomon, inner code: convolutional				Reed Solomon Convolutional Coding, Convolutional Turbo Coding ([1], Section 8.3.3.2)				TBP						Yes





Notes for 15.4

		

				Matrix Note Reference #

				1		Radio standards for licensed spectrum are designed for private (dedicated) networks or public (shared) networks or both.  An example of a private network standard is the P25 radio standard created by TIA TR8, while an example of a public network standard is the CDMA2000 standard for cellular telephones created by TIA TR45 and 3GPP2.  LTE (3GPP) and WiMAX (IEEE802) can operate in both private and public domains.  Because electric utilities already operate private networks (and use public networks as well), and because some private radio standards are designed for mission-critical applications (e.g. police, fire, and critical infrastructure protection), it is important to include both private network radio standards and public radio standards in our analysis.

				2		these data rates are for node to node, and do not reflect the system  dataflow which could be many times larger due to many Pico-Nets.

				3		The goodput was calculated by dividing the maximum payload by the time necessary to perform a CCA, transmit a maximum size data frame, SIFS, and then receive an ACK.  It is noted that the throughput data rates for larger frame sizes will approach the peak data rate.

				4		The typical rule of thumb for 802.15.4 standards are that they only need to support the maximum speed indoors of 11 mph (OSHA) and outdoor speeds of 35 mph (meter reading drive by speeds).  The actual modulations significantly exceed these requirements.

				5		the coverage areas were calculated using the formula A=πr2, where the range is calculated using the NIST link calculator (http://www.antd.nist.gov/cgi-bin/req_linkcalc.pl) with the settings of 5 dBi antenna gain, 2 meter antenna height, Hata model propagation loss model using Hata with either Small City, Suburban, or open environment as noted, shadowing and fading enabled, std deviation set to 3, 90% link reliability.  It is believed that these areas are very conservative with typical coverage greatly exceeding them.

				6		the link budget was calculated from values in rows 123 and 124

				7		spectral efficiency was calculated using peak data rate over bandwidth (row 22/row 32)

				8		the term cell spectral efficiency was not understood

				9		frequency (such as in frequency hopping) was added to diversity since it is commonly used in these environments

				10		the use of the specified RSSI allows for range determination

				11		as previously noted in note 5, the calculations use the Hata model with each column entry specifying the appropriate environment, i.e. Small City, Suburban, or Open

				12		While the IEEE 802.15.4 MAC does not prescribe any key exchange protocol, it does support higher layer protocols (ala ZigBee, ISA100, etc) to use SKKE, CBKE, etc.

				13		Interference sources truly depend upon the band but ISM bands tend to be a bursty interference rather than gaussian noise-like interferences.  To address the burst aspects of the ISM bands, the typical response is to send/receive the necessary data in a short time, hence the low PHY and MAC overhead of 802.15.4.  An interference factor has been put into the link calculations as per the NIST calculator.

				14		802. 15.4 standards are designed (as indicated by their coexistence annexs) to tolerate other radio technologies via Frequency agility and direct sequence. Refer to IEEE 802.15.4-2006 Annex E for further coexistence assurance

				15		Since 802.15.4 standards lend themselves to very low duty cycles with band and channel plans designed to interleave well with other standards in the bands such as 802.11, field experience shows the impact of 802.15.4 to be insignificant on other users of the band. Refer to IEEE 802.15.4-2006 Annex E for further coexistence assurance





Notes for TR45

		

				Matrix Note Reference #

				1		Radio standards for licensed spectrum are designed for private (dedicated) networks or public (shared) networks or both.  An example of a private network standard is the P25 radio standard created by TIA TR8, while an example of a public network standard is the CDMA2000 standard for cellular telephones created by TIA TR45 and 3GPP2.  LTE (3GPP) and WiMAX (IEEE802) can operate in both private and public domains.  Because electric utilities already operate private networks (and use public networks as well), and because some private radio standards are designed for mission-critical applications (e.g. police, fire, and critical infrastructure protection), it is important to include both private network radio standards and public radio standards in our analysis.

						Comments and supplemental information

				2		The cdma2000 system consisting of the CDMA2000 1x and CDMA2000 HRPD air interfaces is a complete system including:
  Full circuit and packet core networks
  Anciliary specifications such as SMS, MMS, video, speech, sevice activation, location, broadcast, and smart cards

				3		Standards for the CDMA2000 system are developed by 3GPP2, a Partnership Project of:

						Telecommunications Industry Association (TIA) for the NAFTA countries (USA, Canada, Mexico)
  Association of Radio Industries and Businesses (ARIB) in Japan,
  China Communications Standards Association (CCSA) in China,
  Telecommuncations Technology Association (TTA) in Korea, and
  Telecommunication Technology Committee (TTC) in Japan.

				4		Standards for the CDMA2000 system are available from the Telecommunications Industry Association (TIA).  These standards are designated by:  TIA-

				5		The 3GPP2 versions of the specifications can be obtained at www.3GPP2.org.  The are designated by: C.Sxxxx, or X.Sxxxx, A.Sxxxx, and S.Sxxxx.

				6		HRPD = High Rate Packet Data (also called 1x evolution-data optimized -- 1x EV-DO-- ), 
CDMA2000 1x is the 3rd Generation Partnership Project 2 (3GPP2) specification that is optimized for voice and supports data and broadcast services. 
CDMA2000 HRPD is the 3GPP2 specification that is optimized for packet data and supports IP-based applications and broadcast services.

				7		CDMA2000 1x and CDMA2000 HRPD operate in distinct spectrum

				8		HRPD-Rev. B supports multi-carrier operation with up to 15, 1.25MHz carriers; 2-b provides the peak rate assuming 20 MHz (15-carrier) operation

				9		Guide to HRPD Specifications:
  HRPD-Rev. 0 specification: TIA-856 (C.S0024-0)            
  HRPD-Rev. A specification: TIA-856-A (C.S0024-A)
  HRPD-Rev. B specification: TIA-856-B (C.S0024-B) 
  HRPD-Rev. C specification: TIA-856-C (C.S0024-C)

				10		GNSS = Global Navigation Satellite System using GPS, Galileo, and other satellite systems

				11		Position Location Specifications:
  TIA-801-B (C.S0022-B) Position Determination Service for cdma2000 Spread Spectrum Systems
  TIA-881-1 (X.S0002-0) MAP Location Services Enhancements
  TIA-1020 (X.S0024-0) IP-Based Location Services
  J-STD-036-B ENHANCED WIRELESS 9-1-1 PHASE II
Performance requirements for position location are specified in:
  TIA-919 (C.S0036-0) Recommended Minimum Performance Specification for C.S0022-0 Spread Spectrum Mobile Stations
  TIA-1038 (C.S0059-0) Signaling Conformance Test Specification for cdma2000 Position Determination Services

				12		Minimum Performance Specifications (MPS):
  TIA-98 (C.S0011) (CDMA2000 1x Mobile Station MPS)
  TIA-97 (C.S0010) (CDMA2000 1x Base Station MPS)
  TIA-866 (C.S0033) (CDMA2000 HRPD Access Terminal MPS)
  TIA-864 (C.S0032) (CDMA2000 HRPD Access Network MPS)

				13		The column labeled cdma2000 xHRPD contains information on an enhanced range technology currently under development.  cdma2000 xHRPD is applicable for both terrestrial and satellite usage.





Notes for IPOS DVB-S2

		

				Matrix Note Reference #

				1		Radio standards for licensed spectrum are designed for private (dedicated) networks or public (shared) networks or both.  An example of a private network standard is the P25 radio standard created by TIA TR8, while an example of a public network standard is the CDMA2000 standard for cellular telephones created by TIA TR45 and 3GPP2.  LTE (3GPP) and WiMAX (IEEE802) can operate in both private and public domains.  Because electric utilities already operate private networks (and use public networks as well), and because some private radio standards are designed for mission-critical applications (e.g. police, fire, and critical infrastructure protection), it is important to include both private network radio standards and public radio standards in our analysis.

				2		The DVB-S2 standard is an outroute or satellite downlink specification and the IPoS standard is for the inroute or satellite uplink

				3		http://www.avidemux.org/admWiki/index.php?title=H264#General

				4		only PHY and MAC protocols are specified in the IPoS and RSM-A air interfaces.

				5		GMR-1 3G is designed for use in L-band and S-band mobile satellite licensed spectrum. It is published jointly by ETSI as GMR-1 3G (ETSI TS 101 376, v3.1.1): "GEO-Mobile Radio Interface Specifications (Release 3); Third Generation Satellite Packet Radio Service”, http://www.etsi.org/WebSite/homepage.aspx ‘, 2009

				6		IPoS is published jointly by ETSI and TIA as 14. Telecommunications Industry Association TIA 1008A, “IP over Satellite”, May 2006 (also TSS-B (ETSI TS 102 354), Transparent Satellite Star-B, IP over Satellite air interface specification 
DVB-S2 is published by DVB and ETSI as ETSI EN 302 307: "Digital Video Broadcasting (DVB); Second generation framing structure, channel coding and modulation systems for Broadcasting, Interactive Services, News Gathering and other broadband satellite applications (DVB-S2)"

				7		RSM-A is published jointly by ETSI and TIA as 13. RSM-A (ETSI TS 102 188), Satellite Earth Stations and Systems (SES); Regenerative Satellite Mesh – A (RSM-A) air interface, http://www.etsi.org/WebSite/homepage.aspx , 2004. (also TIA 1040, Regenerative Satellite Mesh – A (RSM-A) air interface April, 2006, http://www.tiaonline.org/ )



http://www.avidemux.org/admWiki/index.php?title=H264#General
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		[1] IEEE Std 802.16-2009, IEEE Standard for Local and Metropolitan Area Networks - Part 16: Air Interface for Broadband Wireless Access Systems, May 2009 <http://standards.ieee.org/getieee802/download/802.16-2009.pdf>

		[2] IEEE 802.16m-07/002r9, IEEE 802.16m System Requirements, September 2009 <http://ieee802.org/16/tgm/core.html#07_002>

		[3] IEEE 802.16m-08/004r5, IEEE 802.16m Evaluation Methodology Document, January 2009 <http://ieee802.org/16/tgm/core.html#08_004>

		[4] Mobile WiMAX – Part I: A Technical Overview and Performance Evaluation, WiMAX Forum, 2006 <http://www.wimaxforum.org/resources/documents/marketing/whitepapers/mobile-wimax-–-part-i-technical-overview-and-performance>

		[5] DRAFT-T32-001-R015v01-O, WiMAX Forum™ Network Architecture: Architecture Tenets, Reference Model and Reference Points – Base Specification, September 2009 <http://wimaxforum.org/resources/documents/technical/T32>

		[6] WiMAX Forum Mobile System Profile Specification Release 1.5 Common Part, August 2009 <http://wimaxforum.org/resources/documents/technical/T23>
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