



SG Network TF Business Application Payload Latency Definition/Description
From the "rqmts-documentation-instructions-r1.4.doc" document that is included in the Requirements Release 5.1 documentation set, the business application payload From-To actor pair latency is defined as:

"Latency – Summation of actor (including network nodes) processing time and network transport time measured from an actor sending or forwarding a payload to an actor, and that actor processing (or consuming) the payload. Syntax (also refer to the Communications Path Options Discussion Diagram), the parent's value must be equal or greater than:

· any communication path scenarios for the parent's stated from actor and to actor

· and must be mathematically consistent with the highest summation of children latencies specific to any communication path scenario"

Key points concerning this business application payload latency definition:

See the graphic below that may help illustrate this latency definition.  
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1) Only a payload requirement-set parent row may include a From-To actor pair that encompasses intermediary actors. The child rows (of a payload requirement set), are:

a) restricted from including any intermediary actors

b) primarily used to filter, parse and scale the SG Network Requirements for follow-on analysis purposes
2) The majority of the payload requirement sets for those with parent row From actor being located in the Operations and Service Provider domains do not explicitly call a named actor and associated interface or dataflow for the user interface to that originating payload From actor. Consequently, there may be additional business application payload latency that needs to be considered for the end-to-end payload flow that includes the user interface to that originating From actor. With remote user access to applications and systems, this business application payload latency adder may be significant to the analysis.

3) SG Network Requirements Table rows contain only named actors, which are not to be confused with "network nodes". Network nodes in the definition text above refers to any network clouds technology specific gear required or needed to move the payload from the “from” actor to a “to” actor of the “From-To” actor pair
4) For the single network link technologies such as cellular e.g. base-station to subscriber endpoints, there would be no network nodes in the context of SG Network Requirements, with the base-station (DAP) and the endpoint (e.g. 2-Way Meter - Electr) being the named actors. For multi-hop, meshing technologies, there may be none to tens of network nodes between the DAP and specific 2-Way Meter – Electr actors.

5) Though the latency description/definition does allude to the “from” and “to” actor sum of the "payload send communication processing time" (actor processing time), that amount of time was assumed to be relatively small compared to the other latency components. If this communications processing time for the “from” and “to” actors is significant relative to the other latency components, then it needs to be factored in.
6) The other overheads in the payload send/receive communications From-To processing times (network/transport and other higher level protocol overheads plus security overheads), are applied to the SG Network Requirements payload data to scale up the e.g. Mbps/sq-mi and also are factored into the latency parameters specific to the “Cgp” value (ref NISTIR 7761 draft sect 5.2.7 and the last page or two of sect 5.2.3). The assumption is that the processing time to deal with these overheads is included in the From-To payload send/receive communications processing times. Consequently, the more time it takes to process some of the overheads, then the more significant these From-To actor processing times are in the amount of business application payload latency time that is available for the actual movement across the network.

7) The business application payload/packet latencies are always expressed in the documentation as "<" less than amounts, which must be factored in.
8) Technically, once removing the "To actor processing of Payload" and the "<" consideration from a data flow link, the remaining business app payload latency time includes:

a) the From-To send /receive communications processing time, plus
b) other network node processing time, plus
c) network link latency e.g. transit over the wire/air delay, which may be significant to the analysis
from the business requirements perspective.
For a one single From-To actor interface with (refer to the graphic below):

· zero network nodes - the network node processing time is zero
· one network node e.g. 2 link(hop) path, then it's:

· link 1 (From-To send/receive communications processing time to network link latency), plus
· link 2 (From-To send/receive communications processing time to network link latency)

· n network nodes e.g. n+1 link(hop) path, then it's:

· Sum [link i (From-To send/receive communications processing time to network link latency) to link n+1 (From-To send/receive communications processing time to network link latency)] where  i = 1, n
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Going back to the parent row, that parent row’s From-To primary originator and consuming actor pair may include multiple intermediary data flows with their own From-To actor pairs. The following graphic illustrates the business application payload latency for that end-to-end “n” data flow scenario.
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For example, using the specific payload requirement set From-To actor pair for a specific communication path e.g. the CIS / Billing to 2Way Meter – Electr using the data flow reference pseudo code “1Ab + 1Ca + 1D”, the graphic (C) result in the following graphic.
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