AMI Enterprise Meeting 4/16/08
Convener – Wayne Longcore, Consumers Energy  
(AMI Enterprise Goals slide)

Introduction and goals for the AMI Enterprise group

Wayne Longcore - What are the application goals for services from end to end?

Jeff Gooding – Need to be explicit in how the application boundaries are defined. When we look at the application boundaries right now, it is so variable that defining the interfaces becomes vary difficult.

Wayne Longcore – How do we define the domain boundaries? How do we determine what is in the outage management system (OMS), etc.?
Jeff Gooding – How do we make it explicit enough to make it actionable?
(Security – Zone Defense slide)

Wayne Longcore - Explained the overall needs for security in end-to-end functionality.  The two ends (Home Area Network and Utility Website) are on opposite ends of the spectrum, where non-utility personal interact.  Security will increase as flows move from the ends towards the center and need to be particularly strong for Data Collection.  This is depicted in the diagram with a brick wall, being thickest in the center.

(OpenAMI cloud diagram slide - Domains & Interfaces for AMI with Demand Response)
This is an older diagram that does a good job of showing various areas of functionality, both in and outside of the AMI Domain. 

Which of these application elements are at the HAN, which are at the enterprise?

(AMI System Applicable Standards slide)

We have to answer questions.  This slide is part of the CIM Standards (IEC 61968-1 Interface Reference Model (IRM)).  We can use this, but should not be limited to it.  We need working groups (utilities and vendors) to define what functionality is required for the set of messages.  We need to get utilities to be open with each other on requirements to each avoid having one-off models.

(AMI System Architecture slide)

The previous diagram that uses the IRM of the CIM standards is organized from this diagram.  There can be a lot of asynchronous types of messages, each done differently.  We need to understand the message flows for outage and restoration management.  Who is interested in helping?

Terry – There are quite a few workgroups that could be defined here, let’s make a list of all of them before we assign anyone.

Possible Working groups
CIS (web presentment, customer billing data)

Outage Management System – There are several ways to transmit and filter outage reports.
GIS

Work Mgmt

Load Mgmt

Meter/Asset Maintenance

Advanced Analytics

Need to define functionality before we define services.  For example, regarding Load Control in the Data Collection column, for information flow into and out of it, what should that information be and how should security be handled?  If we’re enabling things that are going to impact the grid (connect/disconnect, etc.), we need to understand all the data flow requirements and associated security concerns.

Jeff Gooding – We had to move to a higher level, what are the relations between the systems? Need over arching architectural principles (real time architecture vs. replication and synchronization)

Wayne Longcore - There are already several utilities that have high level definitions for this.  Can we leverage that?

Erich Gunther – There should be a set of core principles like OpenHAN did.
Jeff Gooding – Define what is desired for the future and use architectural patterns. Define what the systems of record are. A concern is being able to push CIM enforcement into all of the vendor boundaries.  How to handle this?  So we need to abstract the services, understand the system of records, business services, orchestration services, etc.
Jeremy McDonald – I think this group can standardize the information flows. With application boundaries clearly defined, general architectural principals can be applied as we look at information flows, which then impact many aspects of the data (when and how it is passed).  A lot of discussion with vendors is arguing over boundaries.  We need to have black box interfaces so that when a vendor is proposing integration into the utility’s environment, the vendors will not argue over what functionality should be in other systems – and how it is integrated.  This would all be greatly simplified with standardized interfaces and with standardized data flows.

Participant - CIGRE is doing work on interfaces and functionality for EMS and MMS functions. Need to talk to Alain Stephens.
Terry - This group needs to collect definitions from other utilities and orgs (ie. CIGRE) and reconcile them.

Wayne Longcore - We have work going on that probably has mismatches with various relevant sources and with how other utilities are performing integration.  If we could share information, we could organize our thoughts.  This group should name realms, and then utilities can provide there definition for these realms.  Doing it this way will allow functionality to be described independent of how vendors aggregate various functions in their products. Let’s not think of the servers as the layers, the services may be modular even though they reside on one machine.

Action Item: Data & time to reach out to utilities, to CIGRE, and others to provide high level boundary definitions. Share architectural principles for the system boundaries.  A specific example is how data is translated from Data Collections systems to MDM systems to utility systems. 

Jeff Gooding – We see a lot of value in analytic functions that are performed on disparate systems.
Wayne Longcore - The head end/collection point and MDM points need to be broken up so that services can be specified independent of particular vendor implementations.

Doug Houseman – There are a set of definitions from Canadian utilities for about a dozen advanced systems/applications.

(Lunch)

(AMI System Standards slide)

The goal is to collaborate so that we can all benefit.  So in addition to leveraging IEC (CIM) and MultiSpeak, we need to get information from all the participants.  For example, we need to define functional components (need to be platform/system independent).  Who actually supplies a product in the environment and is therefore going to provide a service?  Who is going to buy a function that a vendor would supply?  

Kurt Swanson – Entergy has some ideas of how OMS will work during the AMI transition, using both AMI data and customer calls

Jeff Gooding – SCE is waiting until release 3, in 2011 to have a strong integration with OMS. Will have half of the meters installed at that point.

Probably need to work through the task list serially instead of trying to divide up the tasks in parallel. For some tasks, utility/vendor participants may bring in SMEs to provide additional expertise.
Doug Houseman – There is a lot of this type of work that has been done by different groups. This work can go faster than we think if we can get the right people and existing resources.
Tactics

- Members are working on elements of what we need now – would like to leverage those existing efforts

- Not looking for volunteers to do more work – but volunteers to do their existing tasks more efficiently and collaboratively

- Success most likely depends on creating a single team that moves through tasks in priority order – not enough bandwidth to have much, if any parallelism

- Violent agreement within the group
- But AMI-Enterprise is much bigger than OpenHAN, can we afford the time to serialize?

- How can we leverage vendors?  As AMI-Enterprise helpers?
- Who do we really need at these meetings?
- The folks who do the real work

- Enterprise architects as the core and application domain experts as needed

Who is doing outage and restoration management and would be willing to participate?

· Consumers

· Telvent

· Entergy

· SCE – out in release 3-2011, but working on it now

· PG&E – on the schedule, need to find the right contact

· AEP

Discussion and debate concerning the use of Management Services and Network Services and Application Performance Services

Jeremy McDonald – We’re mixing up functions and containers for functions. 

James Pace – The network items that we’re talking about are the application level service levels that we should be talking about as a group. The network specific (phy, link) items can be handled between utility and vendor.

Suggestions to look at FCAPS.

Task List by Priority
· Work Management System

· Installation, supply chain, contract management

· Differentiate initial rollout from ongoing

· CIS

· Time differentiated rates

· Prepay (release 3 for SCE)

· Network Operations

· Commissioning as well as operations

· In the NOC – how is the system performing

· Application performance – meter reads

· Device performance– link layer retries

· Network performance

· GIS/OMS Integration

· Asset / Meter Maintenance

· Load management

· Planning and scheduling

· Demand Response

· Work Management Services

· Installation

· Maintenance, contract management

· Asset Management Services

· Tracking, supply chain, life cycle support

· Performance, failure (prevention) management

· Customer Information Services

· Usage data – VEE, on demand reads, ping

· Billing

· Time differentiated rates

· Prepay (release 3 for SCE)

· Presentment (release 2 for SCE)

· Management and Monitoring Services

· Application – e.g. meter reads / hour

· Device – link layer retries, device specific errors / metrics

· Network – bandwidth, latency, congestion, reliability

· Security Services – see AMI-SEC

· Supervisory Control Services

· Service switch – move in / move out – dunning report

· Load management

· Demand Response

· Protection services

· Data Analytics Services – e.g. Load forecasting, micro forecasting for energy efficiency

· Revenue protection services

· Outage Management Services – GIS integrated

· Planning and scheduling – network planners, energy trading scheduling

· The rest – smart grid, PHEV, mobility services

· HAN Device 

