These notes support/will be turned into material to be inserted in the implementation guide to create a running example. The purpose is to provide an example that accompanies each step in the implementation and demonstrates how AMI-SEC deliverables are used together.
We have selected a “simple” use case to drive the example—performing an on demand remote meter read triggered by a utility representative (this scenario is based on one of the SCE provided use cases). An important caveat for the reader is that the purpose of the example is not to provide a complete solution. It is meant to be illustrative only. This has several implications

· It doesn’t have to represent an arbitrary or even a particular AMI deployment. It simply has to be reasonable (i.e., not horrifically abstract or infeasible).

· It doesn’t have to be fully fleshed out. At each step in the process, we will winnow the example down by selecting a small portion of the problem and illustrating the use of AMI-SEC deliverables to move forward.
To start the example, we need to create a context by picking a notional architecture. We examined the assets named in the SCE use case for inspiration and arrived at the following figure after some discussion, including some renaming to match more commonly observed terms.
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This figure is a simple ER diagram (using UML conventions for multiplicity).
· AMI Meter:  a simple smart meter equipped with two way communication. No disconnect switch (for simplicity). Is able to respond to remote requests for current meter data.

· Aggregator:  a node (wireless in this case) deployed in the field that is “close” to a set of AMI Meters. It is found on utility poles, not in a physically protected space.

· Head End:  the initial aggregation point within the utility. A Head End collects data from multiple Aggregators and passes it on to the MDMS. Aggregators report to multiple Head Ends as part of a redundancy strategy.

· MDMS:  the core of the utility’s ... A single MDMS supports the utilities AMI operations in this scenario.

· MDMS Database:  the persistent repository managed by the MDMS. It contains various kinds of sensitive information.

· Utility User Interface:  A means for Utility personnel to interact with the AMI system. In this scenario, it is used by a Utility representative to request an on demand remote meter read.
We’d like this to be “reasonably” right. The architecture is a necessary starting point for asset identification. We are not trying to be exhaustive at any step, but what we do include should seem reasonable. At subsequent steps, we intend to prune the field. For example, only identify some threats for consideration in the risk assessment. Only pull some risks through to the requirements stage. Only pull some requirements through to the component catalog. But, I think it would really help to start with a reasonable context.
