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Executive Summary

This document presents the security profile for electric grid substation automation technology, and addresses security concerns associated with automated and manual interaction in support of system protection (inter and intra-substation), system control (local and remote), system optimization (e.g., voltage and reactive power), and system monitoring (i.e., equipment health) performed by equipment located in transmission and distribution substations. The recommendations made herein are based on stated system architectural and functional assumptions, and offer a singular security baseline for overall use of substation automation technology with tailored subsets of recommendations where variations in system deployment or usage occur.

This document defines a reference architecture, a set of roles to define system functionality and communications, and a set of security controls for systems and components that implement the roles. The security controls in this document are inspired by and intended to cover the application of technical requirements found in NIST Interagency Report (IR) 7628: Guidelines for Smart Grid Cyber Security to substation automation systems and technology. The underlying approach behind this document was therefore to (1) study real-world use of substation automation systems, (2) define the function of these systems by presenting a reference architecture that defines abstract roles and their interactions through state machines and communications analyses, (3) map the architecture's roles to real-world substation automation systems, (4) define broad security objectives for substation automation systems, (5) identify potential failure modes for each role in the context of the state machines and communications analyses, (6) define security controls to address the failure modes, and (7) assign controls to the roles.

The primary audiences for this document are system owners, system implementers, and security engineers within organizations that are developing or implementing solutions requiring or providing substation automation functionality.
Table of Contents

101
Introduction


111.1
Scope


121.1.1
Equipment


121.1.2
Processing


121.1.3
Applications


121.1.4
Explicit Exclusions


131.2
Approach


151.3
Audience & Recommended Use


161.3.1
Electric Utility


161.3.2
Substation Automation (and Derivative Technology) Vendors


172
Functional Analysis


182.1
Logical Architecture


192.1.1
“Inform” Communications


192.1.2
“Operate” Communications


202.1.3
“Config” Communications


212.2
Role Definitions


222.2.1
Proxy


222.2.2
Substation User Interface


222.2.3
Substation Information Repository


222.2.4
Substation Control Authority


222.2.5
Actuator


222.2.6
Sensor


232.2.7
Protection Application


232.2.8
Control Application


232.2.9
Monitoring Application


242.2.10
Command and Control Application


242.2.11
Business Analysis Application/Repository


242.2.12
Distribution Asset


242.3
Role Mappings


252.3.1
Example Substation Architecture


252.3.2
Protection Relay and Merging Unit


262.3.3
Communications Processor


272.3.4
Digital Fault Recorder and Meter


282.3.5
Human Machine Interface


282.3.6
Substation Gateway


292.3.7
Remote Terminal Unit (RTU)


302.3.8
Programmable Logic Controller (PLC)


302.4
State Machines


312.4.1
Actuator State Machine


322.4.2
Control Application State Machine


342.4.3
Monitoring Application State Machine


362.4.4
Protection Application State Machine


382.4.5
Proxy State Machine


402.4.6
Sensor State Machine


412.4.7
Control Authority State Machine


422.4.8
Substation Information Repository State Machine


442.4.9
Substation User Interface State Machine


462.5
Zone Definitions


472.5.1
Enterprise Visibility


482.5.2
Field Visibility & Control


492.5.3
Supervisory Control


502.5.4
Local Substation Autonomy


512.5.5
Protection


522.6
Substation Automation Networks


553
Failure Analysis


553.1
Failure Analysis Process


563.1.1
Role-based Failure Mode Identification


593.1.2
Communication Analysis Process


603.1.3
Zone-Based Analysis Process


603.2
Security and Operational Objectives


603.2.1
Contextual Assumptions


613.2.2
Core Operational Assumptions


613.2.3
Security Principles


633.3
Failure Modes


633.3.1
Role-Based Failure Modes


643.3.2
Communication Failure Modes


673.3.3
Zone-Based Failure Modes


714
Security Controls


714.1
Control Definitions


734.1.1
Access Control


744.1.2
Audit & Accountability


754.1.3
Configuration Management


754.1.4
Continuity of Operations


764.1.5
Identification & Authorization


774.1.6
Physical & Environmental


774.1.7
System & Communication Protection


804.1.8
System & Information Integrity


824.2
Security Controls Mapping


834.2.1
Controls Mapped to Roles


874.2.2
Controls Mapped to Network Segments




Table of Figures

13Figure 1 – Overview of Security Profile Development Approach


15Figure 2 – Substation Automation Security Profile Artifact Relationships


19Figure 3 – Logical Architecture – Inform


20Figure 4 – Logical Architecture – Operate


21Figure 5 – Logical Architecture – Config


25Figure 6 – Example Substation Architecture


26Figure 7 – Protection Relay and Merging Unit


27Figure 8 – Communications Processor


27Figure 9 – Digital Fault Recorder and Meter


28Figure 10 – Human Machine Interface


29Figure 11 – Substation Gateway


29Figure 12 – Remote Terminal Unit (RTU)


30Figure 13 – Programmable Logic Controller


31Figure 14 – Actuator State Machine


32Figure 15 – Control Application State Machine


34Figure 16 – Monitoring Application State Machine


36Figure 17 – Protection Application State Machine


38Figure 18 – Proxy State Machine


40Figure 19 – Sensor State Machine


41Figure 20 – Control Authority State Machine


43Figure 21 – Substation Information Repository State Machine


44Figure 22 – Substation User InterfaceState Machine


47Figure 23 – Zone Analysis


53Figure 24 – Substation Automation Networks




Table of Tables
12Table 1 – Substation Automation Functions in Scope for this Security Profile


63Table 2 – Role-Based Failure Modes


64Table 3 – Communication Failure Modes


67Table 4 – Zone-Based Failure Modes


73Table 5 – Controls: Access Control


74Table 6 – Controls: Audit & Accountability


75Table 7 – Controls: Configuration Management


75Table 8 – Controls: Continuity of Operations


76Table 9 – Controls: Identification & Authorization


77Table 10 – Controls: Physical & Environmental


77Table 11 – Controls: System & Communication Protection


80Table 12 – Controls: System & Information Integrity


83Table 13 – Controls Mapped to Roles




Acknowledgements

The Advanced Security Acceleration Project for Smart Grid (ASAP-SG) would like to thank:

1. Supporting utilities, including American Electric Power and Southern California Edison.
2. Supporting organizations, including: The United States Department of Energy, the Electric Power Research Institute, and UtiliSec.
3. The utility and vendor representatives that provided ASAP-SG with essential foundational knowledge and insight into the Substation Automation problem space, with a special thanks to Southern California Edison.
ASAP-SG would also like to thank the National Institute of Standards and Technology (NIST) Computer Security Division and the North American Reliability Corporation (NERC) for the works that they have produced that served as reference material for the Security Profile for Substation Automation.
The ASAP-SG Architecture Team included resources from EnerNex Corporation, UtiliSec, Oak Ridge National Laboratory, the Software Engineering Institute at Carnegie Mellon University, and Southern California Edison.

Authors

Glenn Allgood

Len Bass
Bobby Brown

James Ivers

Teja Kuruganti

Howard Lipson

Jim Nutaro

Justin Searle

Brian Smith

Edited by: Darren Highfill

1 Introduction

This document presents the security profile for substation automation technology. System functions considered include system protection (inter and intra-substation), system control (local and remote), system optimization (e.g., voltage and reactive power), and system monitoring (i.e., equipment health). This profile addresses security concerns associated with automated and manual interaction in support of these functions with equipment located in transmission and distribution substations. The recommendations made herein are based on stated system architectural and functional assumptions, and offer a singular security baseline for overall use of substation automation technology with tailored subsets of recommendations where variations in system deployment or usage occur.
This document defines a reference architecture including role definitions, communication models, and a set of state machines to define system functionality. This document then analyzes the reference architecture and recommends a set of security controls for systems and components that implement the roles as defined herein. The security controls in this document are intended to cover the application of technical requirements found in NIST Interagency Report (IR) 7628: Guidelines for Smart Grid Cyber Security
 to substation automation technology. While NIST IR 7628 serves as an industry-wide reference that a utility may use as a starting point to identify intersystem-level security requirements, this document provides the next level of detail by specifically addressing the use of substation automation technology and defining intrasystem-level security controls. The controls presented herein may then, in turn, be satisfied by communications protocol definition-level standards and manufacturing specifications.
The underlying approach for developing this document was (1) to study real-world use of substation automation systems, (2) define the function of these systems by presenting a reference architecture that defines abstract roles, communication patterns, and role functionality in the form of UML state machines, (3) map the architecture's roles to real-world substation automation systems, (4) define broad security objectives for substation automation systems, (5) identify potential failure modes for each role based on analysis of the state machines and communication models, (6) define security controls to address the failure modes, and (7) assign controls to the roles.
An understanding of the concept of roles is essential to applying the security controls defined in this document. Roles have been designed abstractly to ensure applicability across a range of substation automation applications and products. The key roles for this document are the Application and the Control Authority. An Application is able to make decisions, with or without human supervision, about what actions should be taken in a substation automation system. In this document, we decompose the Application into three constituent roles: the Protection Application, which serves the high-speed automated functions of protective relaying; the Control Application, which facilitates supervised and unsupervised decisions for optimizing equipment and configuring the electric grid; and the Monitoring Application, which provides situational awareness and oversight of system function performance. The Control Authority represents the modern and sometimes virtual embodiment of the classic “local-remote” switch, but also serves the more general function of coordinating and authorizing supervisory actions within the substation.
It is important to note that a single device or product may implement multiple roles. Moreover, each role may be implemented in different ways, using different technologies, and by different vendors. By assigning security controls to the abstract roles, no bias is expressed in any of these dimensions. This document addresses security concerns by requiring that products implementing the functionality of a given role satisfy all security controls associated with that role. If a product implements the functionality of multiple roles, it must implement all of the security controls associated with each of the roles.
1.1 Scope
This security profile addresses the security of automated functions found in transmission and distribution substations, including system monitoring, switchgear control, and system protection. Specifically, this security profile addresses processing and communications of measurements, notifications, and control signals within and amongst substation components used to operate, control, and protect the electric grid. Equipment inside the substation perimeter (i.e., fence, building, or other enclosure) is considered “in scope,” as are the interfaces to substation equipment for communications with remote sites and other facilities. Direct communications between substations (e.g., transfer trip) is also considered “in scope.” This document also recognizes that some organizations will only implement a subset of the functions defined herein, and is therefore built to accommodate different configurations and choices.
1.1.1 Equipment

From an equipment perspective, this security profile is scoped to devices with enabled communications interfaces (e.g., intelligent electronic devices) located inside the physical perimeter of a substation boundary and performing functions in support of system automation, control, and monitoring.

1.1.2 Processing

While determination of adequate business processing for substation automation, control, and monitoring is not in scope, this security profile does consider controls for establishing and maintaining the security of those processes to be in scope, including availability, integrity, and confidentiality where applicable.

1.1.3 Applications

This security profile considers substation automation functionality to serve three primary functions: system protection, system optimization, and system monitoring. Any of these functions performed by a previously qualified device is considered in scope. This includes automated and supervisory applications in both local and remote contexts. Local system maintenance (i.e., engineer physically on-site) is out of scope for this security profile, however this document recommends that any engineering change requiring system-level testing prior to return-to-service be performed by qualified on-site engineers according to defined asset owner/operator procedures. Specific functions that are considered in this security profile include:

Table 1 – Substation Automation Functions in Scope for this Security Profile
	Function
	Purpose
	Examples

	System Protection
	Personnel safety
Equipment longevity

Minimization of outage scope & duration 
	Protective relaying

	System Control
	System performance optimization (i.e., Volt/VAR)
System reconfiguration
	Elective operation of primary switchgear

	
	
	Automated response to non-critical system conditions

	System Monitoring
	Situational awareness

Visibility of equipment condition

Event forensics

System planning

Revenue generation / contractual performance obligations
	Primary system measurement (e.g., voltage, current, phase angle…)

	
	
	Asset monitoring

	
	
	Fault / sequence-of-events records

	
	
	Metering


1.1.4 Explicit Exclusions

As mentioned above, this security profile does not address maintenance operations performed by local (i.e., on-site) engineers. This document recommends that any engineering change requiring system-level testing prior to return-to-service be performed by qualified on-site engineers according to defined asset owner/operator procedures. Such on-site system maintenance procedures are considered out of scope for this profile.
Additionally, devices deployed inside the substation boundary (e.g., collectors, aggregators, or repeaters) for the sole purpose of gathering data from distribution assets (e.g., residential or industrial meters) and sending it on to the enterprise without integration into the substation automation systems are out of scope.

1.2 Approach

The procedure used to develop this security profile is shown in Figure 1. This procedure has five steps and, as illustrated below, these steps are not necessarily sequential and may in fact be iterative in nature.
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Figure 1 – Overview of Security Profile Development Approach
Steps 1 and 2, which are chiefly concerned with defining the scope of the profile, are repeated several times as the development team works with stakeholders to understand their needs. Steps 3 and 4 define the purpose of security in the system’s operation and how security is realized. Steps 2 and 4 join in the final phases of the profile’s development when the development team checks that the set of selected controls is complete and relevant. Step 5, which is concerned with validating the convergence of previous steps, proceeds in parallel with steps 3 and 4. The tasks within each step are summarized below:

1. Define the scope of the security profile. The first step is to decide what aspects of the system are to be included in the security profile. This step requires discussion with stakeholders, consideration of existing and planned systems that will fall within the scope of the profile, and the construction of a conceptual model of those systems that refines and clarifies the statement of scope. The conceptual model includes use cases, applications, interfaces, and subcomponents that define what uses of the system are addressed by the security profile and identifies the functions performed by the system that are the targets of the security guidance to be developed.

2. Construct a logical architecture showing the relationships between roles and the behavior of each role. The logical architecture defines a set of roles encompassing chunks of system functionality, delineates assumptions about how the roles communicate with each other as well as systems outside the scoping boundary, and describes the desired behavior of each role in terms of state machine models. The logical architecture also ties the conceptual model developed in step 1 above to architectures and concrete applications familiar to stakeholders.

3. Analyze system needs from a security perspective. The specific aims of the security profile are defined here in terms of the logical architecture from step 2. These aims include mission-level system objectives, as well as characteristics and capabilities of the system that are to be preserved by recommended security controls (and must be preserved as security controls are put into place). Each element of the logical architecture is then examined in light of the defined security and operational objectives to identify security related failure modes that may inhibit the operation of the system.
4. Define the security controls. New security controls are defined and/or existing controls from other security documents are referenced and possibly refined to meet the security objectives defined in step 3. Controls are bound back to individual roles through the failure modes, resulting in a defined set of controls each role is expected to implement.
5. Validation. This step encompasses a collection of validation checks, such as ensuring that the selected controls are complete with respect to the identified failures (i.e., that there is at least one control for each failure) and that there are no superfluous controls (i.e., for each recommended control, there is a failure that it addresses). Each control is accompanied by a justification for its implementation.
The products of these steps are shown in Figure 2. 
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Figure 2 – Substation Automation Security Profile Artifact Relationships
The individual state machines provide a detailed view of the activities that are considered within the scope of the profile. Each state machine illustrates the behavior a specific role, and that role is responsible for the security controls that mitigate potential failure modes of the state machine. These potential failure modes are identified in step 3 above by considering of how the state machines may fail and, consequently, how the failure mode might prevent the system or role from successfully carrying out its objective. Each identified potential failure mode prompts the development of one or more controls to mitigate it.

Though most controls are assigned to specific roles, some failure modes span two or more roles and therefore imply a failure of the communication network that is used by the roles to coordinate their actions. These failure modes are mitigated by network controls that focus specifically on protecting the movement of information across and within communication zones. Whenever a control is derived from sources identified in step 4, that source (e.g., reference to a specific NIST IR 7628 requirement number) is noted.
1.3 Audience & Recommended Use
The primary audience of this document is organizations that are developing or implementing solutions requiring or providing substation automation functionality as described in 1.1 Scope, above. This document is written for system owners, system implementers, and security engineers with at least a year of experience in securing electric utility field operations. The user is assumed to be experienced at information asset risk estimation. The user is further assumed to be knowledgeable in applying security requirements and guidance. The user will ultimately leverage this profile by reference as the specific set of security controls that must be implemented by substation automation components and systems, above and beyond organizational-level requirements as specified in the NIST IR 7628 and other recommended best practice documents for cyber security as listed in Section 0 and Error! Reference source not found..

Additional sections below discuss how the document should be used by various stakeholders. The profile development approach (summarized in Section 1.2) guides the reader through the process used in this document for determining controls required for given failures (impacts) for roles and the functionality they implement (state machines), thereby providing traceability and justification for each of the controls selected.
1.3.1 Electric Utility

An electric utility may use this document to help achieve multiple security objectives for their organization through activities such as:

1. developing security requirements for substation automation technology procurement activities 

2. configuring and operating substation automation systems, and systems built on substation automation technology
3. evaluating planned or deployed substation automation solutions (see Error! Reference source not found. for more information)
In some cases, a utility will not make use of all functionality described in the logical architecture, which may obviate the requirements for certain controls. The tables within the document can be used to determine security controls needed for a utility’s environment and provide traceability and justification for the design requirements and control selection. In other cases, an organization may identify an alternative (mitigating) control that makes a required control unnecessary, but the utility should be sure it addresses all the same failures and should perform a risk analysis to confirm the adequacy of the alternative control.

1.3.2 Substation Automation (and Derivative Technology) Vendors
Vendors may use this document to incorporate security controls needed for the development of substation automation products as well as solutions built upon or derived from substation automation technology. This document provides enough requirement detail to allow a vendor to begin design activities, but avoids prescription that would thwart innovation or drive toward specific implementations. The reference architecture and use cases also offer tools for understanding substation automation applications in an abstract sense.

2 Functional Analysis

The purpose of the functional analysis is to define a clear picture of the scope, architecture, and functionality of substation automation systems, as addressed by this security profile. The real-world specific performance of substation automation system functions varies in terms of function, scope, and technology from device to device and component to component among different system offerings and deployments. However, this profile approaches the problem by defining a set of abstract roles that capture essential functionality that may be realized through a variety of implementations. For example, the functions of the Substation User Interface role may be performed by a stand-alone component, or rolled into a platform that also performs many of the remote access functions as defined in the Proxy role. Conversely, some implementations may have the decision-making functionality of the Control Authority role distributed among several devices that also implement the Substation User Interface, the Proxy, and possibly even a Control Application. Regardless, this profile defines roles in such a way that the logical architecture and state machine functionality may be used to represent a wide variety of real-world implementations.
By way of background, the following steps were performed in the functional analysis:
1. Interview domain experts (utility and vendor) and review publicly available resources to understand existing and planned substation automation systems and functions.

2. Define abstract roles that characterize elements of substation automation systems concisely. Roles are neutral to implementation and vendor, and capture the essence of common functionality without the details of particular applications. The resulting roles are presented in Section 2.2. Their relationships with each other (topologically) are presented in Section 2.1.
3. Identify communication zones that encompass two or more roles with specific operational requirements or that exhibit specific characteristics. Communications within a zone all share the same operational requirements and characteristics, whereas communications that cross zone boundaries indicate a change in context and assumptions. Depiction of the zones in relation to the communications topology is presented in Section 2.1.

4. Draft state machines describing intended individual role functionality and behavior. The state machines are modular in nature, which allows organizations to determine which roles are relevant to their deployments. They also capture raw functionality, without the inclusion of security controls, which ensures that no pre-existing security controls are assumed and allows different controls to be applied without bias. The resulting state machines are presented in Section 2.3.1.
5. Validate the roles, communications topology, and state machines by ensuring they adequately describe common real-world implementations. The mapping between roles and real world implementations is presented in Section 0.
The security recommendations found in this document are defined in terms of the logical architecture and its constituent roles, both of which are defined in this section. The logical architecture includes some elements that are outside the scope of this profile; however, each such element interacts with substation automation systems in important ways and so are included as context. Specifically, the following roles are in-scope for this profile, and security recommendations are provided for each in Section 0:

· Proxy

· Control Authority

· Substation User Interface

· Protection Application

· Control Application

· Monitoring Application

· Substation Information Repository

· Actuator

· Sensor
2.1 Logical Architecture
The roles defined in this profile are abstract or logical roles; that is, each role does not necessarily map one-to-one with a device or system. It is possible for a device to implement the functionality of multiple roles. However, it is also possible for the functionality of one role to be split among more than one device. As such, this document focuses on defining the roles, their functionality, and ultimately the security controls each role must implement at this abstract level and leaves the task of mapping roles to specific products, devices, or systems to those developing or procuring these elements (see Section 0 for more information).
The Substation Automation Security Profile breaks communications down into three categories – inform, operate, and configure – as depicted in the following diagrams.

2.1.1 “Inform” Communications

Communications that constitute a notification of a change in condition or circumstance are labeled as “Inform” data flows. Any decisions about required actions from “Inform” data flows reside with recipient.
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Figure 3 – Logical Architecture – Inform
2.1.2 “Operate” Communications

Instructions or direct requests to change the state of the physical electrical system (i.e., configuration of the power system) are considered “Operate” data flows.
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Figure 4 – Logical Architecture – Operate
2.1.3 “Config” Communications

Behavior changes that do not require system-level testing prior to return-to-service (e.g., operational mode, setpoints, relay settings changes, time synchronization, sampling rate...) are considered “Config” (short for “Configure”) data flows.
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Figure 5 – Logical Architecture – Config
The essential roles involved in substation automation systems are shown in Figures Figure 3, Figure 4, and Figure 5. Lines between roles represent interactions; arrows indicate the direction of primary interaction. For example, acknowledgements of message receipt are not shown, nor are exceptional messages such as error reports. In the figure, the mechanics of negotiating and managing the information flow are not represented, while the general flow of information is depicted using an arrow from the Environmental Data Interface to the Application. Multiplicities between roles are not depicted, but are generally many-to-many. For example, a device serving the Monitoring Application role may receive data from multiple Sensors and may also interact with multiple Control Applications. All software/hardware roles are assumed to have some inherent communications ability (i.e., there is no need to model a distinct communications element associated with each software/hardware role).

2.2 Role Definitions

All roles are defined in the following sub-sections.
2.2.1 Proxy
This role acts as an intermediary for requests from clients (e.g. applications) requesting data or issuing control commands to roles with which they have no direct interaction. It may provide additional functionality including:

· Protocol Conversion

· Data Concentration

· Terminal Services

2.2.2 Substation User Interface

This role allows Users to interact with the substation automation system or its components. A user interface can be at the system level or a component level and provides a User: 

· Input to manipulate the system or its components

· Output to monitor the system or component and making operational decisions.

2.2.3 Substation Information Repository

This role represents a secondary store of information that is used as a unified resource for any role within the substation automation system needing data. It is primarily used to provide a secondary location for data which is no longer needed or available in the primary storage location such as an Application or Sensor.

2.2.4 Substation Control Authority

This role arbitrates and coordinates the dispatch of OPERATE and CONFIG messages originating from the remote Command and Control application(s) and/or local User interface(s) to applications within the substation automation system. Multiple instances of a Control Authority role may be present within a substation automation system at both the system and component levels. A Control Authority is only used to govern OPERATE and CONFIG messages sent to Actuators and Applications and does not participate in requests to retrieve data from Sensors or Applications.

2.2.5 Actuator

This role encompasses the ability to take action on the physical electric system (e.g., trip a breaker). Actuators do not detect current conditions or make decisions; they execute the actions they have been directed to take.

2.2.6 Sensor

This role encompasses the ability to gather data about the physical electric system, including equipment that may be directly connected by an electrical signal. Sensors only detect and forward information; they do not make decisions or take actions.

2.2.7 Protection Application 

This role represents an automatic and prompt action of protecting personnel and power system equipment.  Typically, these applications focus on the removal from service of a power system element which is in a faulted state or when it starts to operate in any abnormal manner that poses immediate risk to equipment or people. A secondary goal of these applications is to minimize the impact to the power system as a result of these actions. 

Examples of Protection Applications include:

· Power System Protection - (distance, over voltage, over current, under/over frequency, ground detect, differential, breaker failure, unbalance, thermal, pressure, etc.)

2.2.8 Control Application 

This role represents an automated or manually initiated decision based on local and/or remote inputs. These decisions can result in the output of a control action directed internally to the control application (e.g. application behavior modification) or externally to an actuator or another application. These applications are generally aimed at optimizing safety (e.g., pre-emptive configuration for maintenance), performance, and economic operation of the local power system elements.

Examples of Control Applications include:

· Sync check

· Reclosing

· Bay control

· Load Tap Changer Control

· Capacitor Bank Control

2.2.9 Monitoring Application 

This role collects and/or presents power system data to one or more Applications. It may manipulate data by calculating values from actual data and serves as the primary store  for collected and processed data.

Examples of Monitoring Applications include:

· Merging Unit

· Meter/Digital transducer

· Power Quality Monitor

· Digital Fault Recorder

· Phasor Measurement Unit

· Circuit Breaker Monitor

· Transformer Monitor

2.2.10 Command and Control Application

This role represents and external interface to the SA system and is not within the scope of this Security Profile. It represents one or more applications which are utilized for real-time operation of the power system within a utility control center environment. In addition to retrieving data from the SA system, this role may initiate changes to the power system or SA configuration.
NOTE: While the Command and Control Application role interacts with roles inside the substation, the role itself is out of scope for development of controls in this document.

2.2.11 Business Analysis Application/Repository

This role represents and external interface to the SA system and is not within the scope of this Security Profile. It represents one or more Business Analysis Applications or Information Repositories which are and is typically utilized for non-critical analysis of power system performance outside of the utility control center environment. This role only retrieves data from the SA system and does not send OPERATE or CONFIG messages.

NOTE: While the Business Analysis Application/Repository role interacts with roles inside the substation, the role itself is out of scope for development of controls in this document.

2.2.12 Distribution Asset

This role represents a device which is associated with a power system asset supporting the distribution of electrical power which is located outside the confines of the substation physical security measures.  This role is an aggregate representation and may contain one or more of the roles: Sensor, Actuator, Control Application, Monitoring Application, and Control Authority. These devices typically have weak physical security due to their physical location.
Examples of Distribution Assets include:

· Switch controller

· Recloser controller

· Cap bank controller

· Voltage regulator controller

· Remote Terminal Unit

NOTE: While the Distribution Asset role interacts with roles inside the substation, the role itself is out of scope for development of controls in this document; however, security recommendations for these assets are covered under the Security Profile for Distribution Management.

2.3 Role Mappings

This section demonstrates several examples of how the logical architecture presented in Section 2.1 can be realized in different deployment settings. These examples are not intended to be exhaustive, but are meant to demonstrate several common implementations and how they relate to the logical architecture and roles used in this document.

2.3.1 Example Substation Architecture

Figure 6 is an example of the types of devices (not roles) one might find in a substation. This diagram is illustrative only, and not meant to imply any specific configuration or assembly. Subsequent sections describe the roles these devices might implement. There is no absolute rule regarding what roles a given device (such as a substation gateway) might implement, but the following subsections provide some realistic examples.
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Figure 6 – Example Substation Architecture
2.3.2 Protection Relay and Merging Unit

Figure 7 illustrates some of the roles one might find in a protection relay as well as a merging unit. For example, a relay might implement the five roles illustrated to the upper right of the drawing. This relay might be a piece of equipment that implements the Protection Application, Monitoring Application, and Control Application roles by providing protection, monitoring, and control logic for a circuit breaker. The device could also implement the Actuator role if it were equipped with wired connections to the physical breaker, or a Sensor role if it were connected directly to current and voltage transformers.

A merging unit might implement the two roles illustrated in the lower right of the drawing. It can implement the Sensor role by providing conversion of current and voltage (or other analog signals) to formatted digital output to be shared by the process bus. The merging unit might also implement the Actuator role by offering digital control of a piece of physical equipment such as a motor-operated disconnect switch.
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Figure 7 – Protection Relay and Merging Unit
2.3.3 Communications Processor

Figure 8 illustrates the roles that a communication processor might implement. Communication processor translates various protocol formats received from the end devices like Relays and transmits the information to the Station Bus implementing the role of a Proxy. Communications Processor also might implement the Control Application role by hosting the control logic to read in the input and generate control actions to the Actuator.
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Figure 8 – Communications Processor
2.3.4 Digital Fault Recorder and Meter

Figure 9 illustrates the roles that can exist in a digital fault recorder (DFR) and meter. Digital fault recorder stores the time-domain digital record of state of electric grid measurement (voltage, frequency, harmonics, fault current etc.) usually triggered by power system disturbances. The meter consists of the current transformer (CT) and potential transformer (PT) that physically monitor the electric grid along with signal processing applications to digitize the data (sampled values).  The meter might implement the roles Sensor and Monitoring Application (to generate event triggers to DFR).

A DFR unit might implement Monitoring Application and Substation Information Repository. The Monitoring Application interfaces with the sensor to observe for events in the electric grid and adaptively determining configuration like sampling rate etc. The DFR also implements Substation Information repository to archive the data for post-event analysis applications.
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Figure 9 – Digital Fault Recorder and Meter
2.3.5 Human Machine Interface

Figure 10 illustrates roles that can be associated with a Human Machine Interface (HMI).  In its simplest form, the HMI provides a means for a local user to interact with the Substation Automation system (Substation User Interface role). In other cases, additional functions can be hosted as well on the HMI such as an interface to the Command and Control application(s) (Proxy role), arbitration between two or more valid controlling applications which it interfaces (Substation Control Authority role), automated or manually initiated  control logic (Control Application role), or providing information to the User or connected applications  which has been interpreted from multiple sources within the SA (Monitoring Application role).
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Figure 10 – Human Machine Interface
2.3.6 Substation Gateway

Figure 11 outlines how roles can be mapped to a Substation Gateway. Typically, the Substation Gateway is implemented primarily to serve as an interface for external , non-protection, applications (Proxy role).  In addition to the Proxy role, an implementations of a Substation Gateway may provide functionality such as arbitration between two or more valid controlling applications which it interfaces (Substation Control Authority role), automated or manually initiated  control logic (Control Application role), providing information to connected applications  which has been interpreted from multiple sources within the SA (Monitoring Application role), or providing a persistent store for information which has been offloaded from local applications or sensors for consumption by external applications (Substation Information Repository) role.
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Figure 11 – Substation Gateway
2.3.7 Remote Terminal Unit (RTU)

Figure 12 outlines how roles can be mapped to a Remote Terminal Unit (RTU). Typically, the RTU is implemented primarily to serve as an interface for external Command and Control applications (Proxy role).  In addition to the Proxy role, an implementations of an RTU may provide functionality such as arbitration between two or more valid Command and Control applications which it interfaces (Substation Control Authority role), automated or manually initiated  control logic (Control Application role),  or Sensor and Actuator functionality if equipped with traditional hardwired input/output modules.
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Figure 12 – Remote Terminal Unit (RTU)
2.3.8 Programmable Logic Controller (PLC)

Figure 13 illustrates the roles performed by programmable logic controller (PLC). PLC might implement Monitoring Application, Control Application, Sensor and Actuator.  PLC consists of hardwired input and output terminals that can be connected to a Sensor or Actuator, and sometimes the Actuator is part of the PLC (e.g., programmable logic relay). PLC assumes the role of Monitoring Application by interfacing with the Sensor for configuration and data acquisition. PLC assumes the role of Control Application by implementing the logic that generates outputs to the Actuator based on the inputs. PLC implements the Sensor role by implementing CT and PT to observe the current and voltage on the electric grid.
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Figure 13 – Programmable Logic Controller
2.4 State Machines
This section contains state machine models for each of the in-scope roles. Each model describes the behavior that role will exhibit during operations. While a use case shows a particular portion of behavior of a collection of roles, a state machine shows all possible behaviors of a particular role. As such, these role-centric models focus on internal behavior, showing different activities a role would undertake, in what order, and as triggered by what stimuli. Interactions with other roles are typically shown in two ways—sending and receiving messages.

The syntax and semantics of the state machines found in this profile are those of UML state machines. A brief introduction follows:

· Each role starts in an initial state, represented by a solid black circle.

· States are shown as large rounded rectangles. Each state has a label in the diagram, and is further elaborated in notes following the diagram. The notes describe activities that occur within that state. Activities include things like performing some calculation, sending a message to another role, or setting a timer. Activities are described informally in text. 

· Transitions are shown as labeled arrows between states. Each label that is surrounded by square braces is called a guard condition. A guard condition is a Boolean condition that indicates the circumstances under which that transition will be taken. For example, a guard “[operate message received]” will only be taken if an operate message has been received. 

· Transitions are only evaluated when all processing within a state has been completed; they do not indicate any kind of interrupt. Additionally, each state machine as an implicit message queue. No separate process is shown that reads messages from a socket and fills this queue; the means by which such a queue is maintained are considered an implementation detail.

The state machines in this document describe core, common behavior across substation automation systems. Individual products may include behavior beyond what is presented here (e.g., additional logging), but all products should engage in this behavior. The security guidance in this document is based on this common behavior. Further, these state machines do not include security controls, such as the use of authentication or encryption. This avoids any bias or predetermination of what security controls are needed. Security controls and their mapping to the roles are found in Section 4.
2.4.1 Actuator State Machine

[image: image15.emf]  stm StateMachine

Initial

Idle Processing Operate 

Message

[actuator affected]

[operate message

received]


Figure 14 – Actuator State Machine
Idle

Waiting for indication of what should be done next.

Determine if a message is queued. If so, retrieve the message. Otherwise, wait for the next message to arrive.

Transition.

Processing Operate Message

Examine message and determine specific actions required to comply with the operate message.

Take directed action on the physical actuator.

Transition.

2.4.2 Control Application State Machine
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Figure 15 – Control Application State Machine
Idle

Waiting for indication of what the application should do next.

Check to see if a timer has expired. If so, retrieve timer info. Transition.

If not, see if a message is queued. Retrieve the message. If the message is valid, transition.

If not, wait until either of the previous conditions becomes true.

Processing Config Message

Control Application makes whatever changes to its internal behavior (e.g., setting changes or sampling rates) are needed.

Transition.

Processing Inform or Operate Message

Determine what actions, if any, should be taken in response to the current state.

If a timer expired

    Clear the expired timer.

    <application specific logic>

    Transition.

If a message is being processed

    Validate the message.

    If the message clears a watch

    condition, clear the associated

    timer.

    <application specific logic>

    Transition.

Sending Config Message

Send a config message to another Role (e.g., to instruct another Control Application to change a set point).

Determine recipient.

Send config message to recipient.

Transition.

Sending Inform Message

Determine recipient.

Send inform message to recipient.

Transition.

Sending Operate Message

Determine recipient.

Send operate message to recipient.

Set a timer to assess success of action.

Transition.

2.4.3 Monitoring Application State Machine
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Figure 16 – Monitoring Application State Machine
Determining Config Destination

Monitoring Application examines the destination of the config message to determine if it should be passed on to a Sensor or should affect the behavior of the Monitoring Application itself.

Transition.

Forwarding Config Message

Send a config message to the indicated Sensor.

Transition.

Idle

Wait for new information to arrive.

Determine if a message is queued. If so, retrieve the message. Otherwise, wait for the next message to arrive.

<NOTE: whether data arrives through push or pull is protocol dependent>

Transition.

*** under what conditions are config messages sent? ***

Modifying Internal Behavior

Monitoring Application makes the indicated change to its internal behavior (e.g., setting changes or sampling rates).

Transition.

Processing Inform Message

Determine what actions, if any, should be taken in response to received data.

Perform application-specific computation to determine whether any action is needed (e.g., sending and inform or config message to another Role).

Transition.

Sending Config Message

Send a config message to change another Role's behavior (e.g., to change the sampling rate of a Sensor).

Determine appropriate recipient(s).

For each recipient, send a config message to that recipient.

Transition.

Sending Inform Message

Send appropriate data to all Roles that should be informed.

Determine appropriate recipient(s).

For each recipient, send an inform message to that recipient.

Transition.
2.4.4 Protection Application State Machine
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Figure 17 – Protection Application State Machine
Idle

Waiting for indication of what the application should do next.

Check to see if a timer has expired. If so, retrieve timer info. Transition.

If not, see if a message is queued. Retrieve the message. If the message is valid, transition.

If not, wait until either of the previous conditions becomes true.

Processing Config Message

Protection Application makes whatever changes to its internal behavior (e.g., setting changes or sampling rates) are needed.

Transition.

Processing Inform or Operate Message

Determine what actions, if any, should be taken in response to the current state.

If a timer expired

    Clear the expired timer.

    <application specific logic>

    Transition.

If a message is being processed

    Validate the message.

    If the message clears a watch

    condition, clear the associated

    timer.

    <application specific logic>

    Transition.

Sending Config Message

Send a config message to another Role (e.g., to instruct another Protection Application to change a set point).

Determine recipient.

Send config message to recipient.

Transition.

Sending Inform Message

Determine recipient.

Send inform message to recipient.

Transition.

Sending Operate Message

Determine recipient.

Send operate message to recipient.

Set a timer to assess success of action (e.g., when executing an outer ring of protection that allows more time for a response).

Transition.

2.4.5 Proxy State Machine
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Figure 18 – Proxy State Machine
Caching Information and Determing Routing

Store a local copy of the unsolicited data and determine which Role(s) should be notified.

Store a local copy of the unsolicited data.

Identify all Roles (within or outside the substation), if any, that should be sent a copy of the data.

Transition.

Idle

Wait for indication of what the Proxy should do next.

Determine if a message is queued. If so, retrieve the message. Otherwise, wait for the next message to arrive.

Examine the message and determine its type (inform, operate, or request for data).

If the message is a request for data, determine whether the Proxy already has a cached copy of the requested data.

Transition.

Retrieving Cached Copy of Data

Get a local copy of the requested data.

Lookup local copy of requested data.

Transition.

Retrieving Data from other Substation Role

Get a copy of the requested data from another Role within the substation.

Determine which Role has the requested data.

Send message requesting that data from the appropriate Role within the substation.

Wait for the requested data to arrive.

Transition.

Sending Data to Other Roles

Send a copy of the data to all relevant Roles inside and outside the substation.

For each Role that should receive a copy of the data:

    Assemble an inform message containing the data.

    Send the message to that Role.

Transition.

Sending Inform Message to Requester

Forward the requested data to the requester.

Assemble an inform message containing the requested data.

Send the message to the requester.

Transition.

Sending Operate Message to Destination

Forward the operate message to its destination.

Examine operate to determine its destination.

Send the message to the appropriate Role (in most cases, this is the Control Authority).

Transition.

2.4.6 Sensor State Machine
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Figure 19 – Sensor State Machine
Idle

Waiting for indication of what should be done next.

Determine if a new sensor reading needs to be sent to other Roles. This decision could be based on time (a clock) or a request for a reading. If so, transition.

Determine if a message is queued. If so, retrieve the message and transition.

If not, wait until either of the previous conditions becomes true.

Processing Config Message

Sensor makes whatever changes to its internal behavior (e.g., calibration changes or sampling rates) are needed.

Transition.

Sending Inform Message

Determine recipient.

Send inform message to recipient.

Transition.

Sending New Sensor Reading

Assemble an inform message containing the new sensor reading.

Send the inform message to all appropriate Roles. 

Transition.

2.4.7 Control Authority State Machine
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Figure 20 – Control Authority State Machine
Evaluating Action for Approval

Determine if the requested control action is valid given current operational conditions.

Extract requested control action from the message.

Examine all information needed to determine the validity of the requested control action.

Determine if the requested control action is valid given current operational conditions (i.e., that the control action is safe and appropriate).

Transition.

Idle

Wait for indication of what the Control Authority should do next.

See if a message is queued (only operate messages should be received). If so, retrieve the message. Determine if any information from other roles is needed to process the message. Transition.

If no message is queued, wait for new message to arrive. Retrieve the message. Determine if any information from other roles is needed to process the message. 

Transition.

Retrieving Additional Information from Other Role(s)

Retrieve all information from other roles that is needed to process the message.

For each other Role having information that is needed to process the message:

    Send a request for that Role's information.

Accumulate responses (inform messages) until all Roles have provided the required information.

Transition.

Sending Operate Message

Send an operate message to the intended Role.

Identify communication path to send operate message to intended Role.

Assemble operate message.

Send message to Role.

Transition.

2.4.8 Substation Information Repository State Machine
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Figure 21 – Substation Information Repository State Machine
Checking Storage Use

Check storage use against capacity to see if a warning should be generated.

Transition.

Idle

Waiting for indication of what should be done next.

Determine if a message is queued. If so, retrieve the message. Otherwise, wait for the next message to arrive.

Transition.

Processing Inform Message

Store the received information.

Transition.

Processing Request for Information

Retrieve a local copy of the requested data.

Assemble and send an inform message to the requestor with the requested data.

Transition.

Sending Storage Warning

Assemble an inform message noting that storage use is nearing capacity.

Send the inform message.

Transition.

2.4.9 Substation User Interface State Machine
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Figure 22 – Substation User InterfaceState Machine
Idle

Waiting for indication of what should be done next.

See if a user has provided the system with input (e.g., a request for information or instruction to take some action). If so, determine the type of input and transition.

See if a message is queued. Retrieve the message and transition.

If neither condition holds, wait until either of the previous conditions becomes true and proceed as stated above.

Initiating User Specified Action

Initiate the user specified action.

Determine which Role(s) should be instructed to take an action.

For each Role, construct the appropriate type of message and send the message to that Role.  For example:

· a config message will be sent if the user specifies a set point change

· an operate message will be sent if the user specifies an action that should be taken on primary equipment

· an inform message will be sent if the user specifies an annotation that should be applied to data in the Substation Information Repository

Transition.

Processing Inform Message

Process a newly received inform message.

Cache the data locally.

Update the user display if relevant to current view. 

A display update includes decisions regarding how to present the information, such as flagging specific information or raising an alarm.

Transition.

*** Does this do anything other than cache the information and update the display? ***

Retrieving Cached Copy of Data

Get a local copy of the requested data.

Lookup local copy of requested data.

Transition.

Retrieving Data to Satisfy Request

Get a copy of the requested data from another Role within the substation.

Determine which Role has the requested data.

Send message requesting that data from the appropriate Role within the substation.

Wait for the requested data to arrive.

Transition.

Sending Inform Message

Provide an update on the system's operational state.

Assemble appropriate information in an inform message.

Send the message to the requester (likely routed to the control center).

Transition.

Updating Display

Use the retrieved data to update the display for the user.

Transition.
2.5 Zone Definitions
This section defines security zones that group roles that share common characteristics and security objectives. For example, the Protection zone represents the set of roles that are essential to performing protection functions in a substation. As such, roles that are not needed for protection functions, like Distribution Assets, are not in this zone.

Each zone is shown using a colored border around a collection of roles. For example, the Protection zone is shown as a red border around four roles—Actuator, Sensor, Protection Application, and (Other Substation) Protection Application. 

Some zones include interior segments separated by dashed lines; these segments represent subsets of the zone that could provide degraded functionality in the event of failures within the segments. For example, in the Protection zone, loss of the segment containing (Other Substation) Protection Application would reduce coordination between substations, but would not prevent local protection functions from operating. The meaning of such segments are defined in the elaboration for each zone.

Zones are not mutually exclusive, and some roles (e.g., the Proxy) satisfy the definitions of multiple roles. The Proxy, by its very nature, lives at the intersection of several zones and bridges communication among zones. Zones are abstract, descriptive elements that facilitate a security analysis; they do not correspond to particular systems, devices, or networks.

In the following subsections, each zone is described in terms of 

· attributes/characteristics:  these are properties that differentiation one zone from another.

· operational requirements:  these are requirements that all elements of the zone must satisfy and that express particular concerns relevant to the zone and its characteristics.

· corresponding security requirements:  these are security requirements derived from the corresponding operational requirements.

· open issues/questions:  these are working notes that will be resolved before the profile is completed.
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Figure 23 – Zone Analysis
2.5.1 Enterprise Visibility

Attributes / Characteristics

· Not critical for real-time system operation

· More off-line analysis

· Information flows in only one direction (towards enterprise)

· Links field assets to utility back-office systems

· Presumes aggregation / routing / filtering at point of entry to utility back office

· Contains a non-persistent data store (reflection of "live" system state)

Operational Requirements

1. Communications in this zone must provide sufficient network capacity to support the transport of large files / large amounts of data.

2. Roles dependent upon communications through this zone must have access to unaltered and original data from lower level roles.

3. Roles in this zone must be able to identify remote devices/components.

4. Messages and information within this zone must satisfy basic latency criteria (i.e., 1-3sec range).

Corresponding Security Requirements

1. Communications in this zone must be able to provide QoS functionality.
2. Services provided by roles in this zone must preserve the integrity and origin of data transported.

3. Roles in this zone must be able to authenticate remote devices/components.

4. Roles in this zone must be adequately provisioned and capable of prioritizing network traffic.

Open Issues / Questions

1. Is “Communications in this zone must provide sufficient network capacity to support the transport of large files / large amounts of data.” really true?  Certainly in a crisis a thin pipe would OK since we want to focus on operations.  Would you really want Enterprise QoS requirements to squeeze the QoS available to other zones? DRH: The idea behind using QoS would be to ensure the ability to de-prioritize large file (analytics) traffic and preserve operational traffic – especially if someone is trying to slurp a 57Mb file across a 1200 baud pipe.

2.5.2 Field Visibility & Control

Attributes / Characteristics

· Regional visibility & control

· Optimization (vs. Protection)

· Sectionalizing schemes, Volt/VAR, etc...

· "Not life or death for immediate systems inside the substation"

· Information can be consumed locally or upstream by enterprise

· Distribution Assets may be dropped before (Other Substation) Proxy

· Distribution Assets are inherently more suspicious due to challenges in physical protection / proximity

· Does Local Proxy more aggressively filter traffic going to Distribution Assets (limit the ways it can interact due to suspicion over control)

· Last resort comm channel to remote assets in event direct connection is not available

· Traffic management capabilities?

· Connects one grouping of physical assets to another grouping of physical assets

Operational Requirements

1. Roles in this zone must have an interface to a communications path from one geographic location to another.

2. Roles in this zone must be able to identify remote devices/components.

3. Communications infrastructure in this zone must require devices/components to self-identify.

4. Roles in this zone must meet low-level latency performance (i.e., response within seconds).

5. Communications in this zone must not jeopardize other operations of the Proxy (or any other role inside the substation).

6. Messages and information within this zone must satisfy basic latency criteria (i.e., 1-3sec range).

Corresponding Security Requirements

1. Communications in this zone must be protected from predatory snooping.

2. Roles in this zone must be able to authenticate remote devices/components.

3. Communications infrastructure in this zone must require devices/components to authenticate prior to network admission.

4. Security controls in this zone must not be so onerous as to inhibit the operation of resource-constrained devices for more than 1 second at a time.

5. The Proxy must be able to selectively shut off communications with other devices/components in this zone based on behavior.

6. Roles in this zone must be adequately provisioned and capable of prioritizing network traffic.

2.5.3 Supervisory Control 

Attributes / Characteristics

· Primarily non-autonomous control of the station

· Local user (supervised control)

· C&C - could have autonomous app upstream

· Aggregated interaction with substation assets (i.e., at station level vs. device level)

· Human/manual interaction - local HMI, remote operation

· Remote application-driven

· Not completely relying on external communications

· Some subset of functionality available locally

· Substation-level arbitration / mediation of commands

Operational Requirements

1. Roles in this zone provide abstracted visibility and control of substation functionality.

2. Roles in this zone must be able to provide limited functionality in the face of lost external communications.

3. Messages and information within this zone must satisfy basic latency criteria (i.e., 1-3sec range).

Corresponding Security Requirements

1. Security requirements for abstracted visibility and control

a. Roles in this zone follow a finite set of rules for basic operation.

b. Roles in this zone follow a secondary set of rules for escalated operation, allowing more direct operation of substation equipment.

2. Local authentication and authorization must not depend upon a connection to roles outside of the substation.

3. Roles in this zone must be adequately provisioned and capable of prioritizing network traffic.

2.5.4 Local Substation Autonomy 

Attributes / Characteristics

· Some safety aspects that come into play

· Some systems relied on for safety decisions

· "More foolproof" at localized

· Systems focused on a subset of the station vs. system-wide view

· Interfacing physical process with actuators & sensors

· Elements allow substation a minimum of functionality

· Not dependent on human or remote interaction / intervention

· "Security vs. Dependability"

· Analog world - introduce delays so that you can make certain actions are correct

Operational Requirements

1. Roles in this zone must be able to provide essential core functionality in the face of lost communications outside the zone

2. Messages and information within this zone take priority over messages and information coming from other zones..

3. Messages and information within this zone must satisfy stringent latency criteria (i.e., 20ms-1sec range).

4. Safety related functions take priority within this zone.

Corresponding Security Requirements

1. Local authentication and authorization must not depend upon a connection to roles outside of the zone.

2. Roles in this zone must be able to distinguish the source of messages and assign priority accordingly

3. Roles in this zone must be adequately provisioned and capable of prioritizing network traffic.

4. Security requirements for safety-related functions

a. Roles within this zone must be able to designate functions as safety-related, distinguish safety functions from other operational functions, and assign safety functions the highest priority.

b. Roles within this zone must protect the classification (and declassification) of functions as safety-related.

Open Issues / Questions

1. Does Control Application belong in any of the zones above local substation autonomy? DRH: Following this logic, we would have to place actuators and sensors in those zones as well. I’m not sure how helpful that is.

2. Does Protection Application belong in the local substation autonomy zone? DRH: Yes. If the substation loses all communications with the outside world (including other substations), it still needs to provide system protection functionality.

3. Comment/Questions: Roles in this zone must be able to provide essential core functionality in the face of lost communications outside the zone, and restore lost functionality in a timely manner (therefore need detection capabilities).  Need SELF-DIAGNOSIS CAPABILITY to recognize problems and restore or call for help?  Should be able to alarm on health of survivability/security systems.  Also must prevent misuse of security/survivability systems as a means towards damaging functionality and assets.  Prevention of asset damage beyond standard protection?  JMI: Make these CONTROLS, not ROLES! DRH: We need to clarify the “functionality” identified in the requirements. In this context it refers to system protection functions, not security functionality.

2.5.5 Protection 

Attributes / Characteristics

· Essential to safety & preservation of system equipment

· Better to mistakenly de-energize/trip (false open) than not trip (stay closed) when you are supposed to open.
· Highest speed requirements / least tolerance of latency

· Must be able to operate in absence of external communications

· Typically back-up systems in place for these systems

· There is often redundancy in place for protection apps. Two types of redundancy: (1) One-to-one duplication of protection apps; (2) An overlapping domain of responsibility for protection apps – Don't butt domains of responsibility up against each other, because there may be a gap. So, overlap instead.  Therefore, when a fault occurs it is either inside the overlap or covered by 1-to-1 duplication.

Operational Requirements

1. Roles in this zone must be able to provide essential functionality in the face of lost communications outside the zone.

2. Messages and information within this zone must satisfy very stringent latency criteria (i.e., <20ms range)..

3. Roles in this zone must have a strongly established trust relationship

4. Protection functions shall have a higher priority than any other functions after safety.

5. Single-system failure must not prevent the operation of protection functions.

Corresponding Security Requirements

1. Protection functionality must not depend upon a connection to roles outside of the zone.

2. Roles in this zone must be adequately provisioned and capable of prioritizing network traffic

3. Roles in this zone must be capable of performing authentication and authorization functions in a parallel (i.e., background) activity xxxx preauthorize check not in real time etc.

4. Security requirements for protection priority

a. Roles within this zone must be able to designate functions as protection-related, distinguish protection functions from other operational functions, and assign protection functions the second highest priority (after safety).

b. Roles within this zone must protect the classification (and declassification) of functions as protection-related.

5. Roles within this zone must have redundant system support.

Open Issues / Questions

1. Is segmentation of protection covered (sufficiently or at all) by dotted line in red box?

2.6 Substation Automation Networks

This section describes various networks, their relevant characteristics, and how the various roles utilize the networks. Note that not all networks may be individually instantiated in every implementation. Specifically, some implementations may use a single network to serve the purpose of more than one network as defined below. One example might be that the Inter-Substation Protection Network may use the same physical infrastructure as either the Field-Area Network or the Wide-Area Network. Another example might be that the Process Bus is either not physically implemented as a network (i.e., Actuators and Sensors hardwired in to relays that serve the Protection Application, Control Application, and/or Monitoring Application roles), or that the Process Bus is implemented on the same physical infrastructure as the Station Bus.
[image: image25.png]Busmess Command &

nalysis Control
Application / plontral
Repository pplicatio

Field-Area

Network

Wide-Area Network

Distribution Asset

User

(Other Substation) Prox Substation Control Substation User
Proxy Yy Authority Interface

Substation Local-Area Network
(“Station Bus”)

(Other Substation) Protection ‘ Control H Monitoring ‘ f]‘f’::"‘:““‘;:
Protection Application Application Application Application ey

Inter-Substation
Protection
Network

Process Bus




Figure 24 – Substation Automation Networks

1. Field Network: Field Network connects all of the assets that monitor or directly interact with the electric power system but physically residing outside of substation and within the distribution network. Field network is also utilized to connect to other substations to exchange control and information messages (e.g distributed control applications). Field Network is typically private and owned by utility. Typical assets that reside on this network includes switched capacitor banks, recloser etc.
2. Wide Area Network: WAN is typically a public network (non-utility owned) and connects the enterprise wide applications to the substation assets. This network typically transmits the substation monitoring control information to provide situational awareness at the utility control center. Remote control messages are also sent through this network. 
3. Inter-Substation Protection Network: ISPN connect the protection applications between substations. This network is typically dedicated media (e.g. fiber) that transmit specific set of protection signals like direct transfer trip (DTT), remote inter-locking etc. ISPN has the highest quality of service requirements.
4. Process Bus: Process Bus connects the substation applications (protection, monitoring, control, repository) to the sensors and actuators (CT/PT, relays etc.). Implementation of the process bus ranges from copper twisted pair (analog measurements) to digital networks (serial multidrop point to point network). This network typically point-to-point and low latency.  
5. Station Bus: Station Bus connects the substation-level operator or control authority to various substation applications like information repository or control application. Substation-level supervisory control messages are sent across this network. Station Bus is a typically a point to multi-point (e.g. Ethernet-like) network. 
3 Failure Analysis

The underlying approach used to create this security profile began with defining the functions of the substation automation system through abstract roles, zone-based analysis of communications, and state machines. The development of the zone analysis and state machines, and the definition of roles took into account a foundational set of security and operational objectives that is also used in the next step of the process, failure analysis. The failure analysis is the focus of this section, beginning with a description of the process for identifying failures in Section 3.1 below. A brief overview of the foundational security and operational objectives is presented in Section 0 and a more detailed view of the identified failure modes is presented in Section 3.3.

3.1 Failure Analysis Process

The failure modes identification process is loosely based on a Failure Modes and Effects Analysis (FMEA) of the substation automation logical architecture presented in Section 2, however the analysis was performed with a security bias to failure identification. As applied for this security profile, the FMEA is a qualitative procedure for analyzing potential system failures and their associated modes as a function of assemblies, subassemblies, components, and subcomponents. The procedure used here is as follows:

1. Through consultation with subject matter experts and relevant documentation, establish an understanding of the enterprise/system/process under consideration by gathering all relevant information and invoking a proper review process.

2. Based on (1), develop a functional hierarchy of roles and their responsibilities.

3. At an appropriate level of abstraction, identify potential failures and their causes.

4. Develop security controls for each failure, its causes and effects, or both.

Omitted from this profile are the two following steps, which complete the FMEA process. These steps must account for the specific needs of the organization that owns or operates the system, so the outcome of these steps is necessarily specific to that organization and is not covered by this profile.
5. Qualitatively assign a risk for each failure pairing through a Risk Priority Number (RPN) calculation.

6. Perform a cost-benefit evaluation for controls (with respect to risk reduction) and provide a balanced decision process for corrective action implementation.

For this security profile, failure analysis centers on the roles, communication zones, and state machines defined in Sections 2.2, 2.4, and 2.5, and the causes of potential failures in a substation automation system. The resulting list of failure modes serves as a basis for (1) justifying the set of selected controls, as each control must address an identified failure mode, and (2) identifying and remediating gaps in the selected controls, as each failure mode must be addressed by at least one control.
3.1.1 Role-based Failure Mode Identification

This section describes the process that was used to identify the failure modes associated with each in-scope role. The analysis is based on functional behavior that is modeled in each role's state machine (see Section 2.4), including the annotations describing what happens in each state. These models exclude any security functions, which avoids introducing any bias due to pre-conceived recommendations for security controls. 

Each role is analyzed individually. Behavior at a role's interface (e.g., sending or receiving a message) is included in the analysis, but failures that could occur between roles (e.g., messages in transit) are not part of the role-base failure mode analysis. That behavior is analyzed in the communication-based failure mode analysis (see Section 3.3.2). 

Role-based failure mode analysis is organized around two concepts—variable analysis and state analysis. In variable analysis, a small number of variables are defined that abstract key concepts, information, or dependencies that significantly influence the role's behavior. Each variable is examined to determine what failure modes could lead to discrepancies between the role's actual and indicated values of that variable (e.g., believing that no messages are available when valid messages are queued). In state analysis, each state of the state machine model is examined to determine what failure modes could lead to the role entering that state by unexpected or unallowable paths (e.g., entering a state to react to a message when no message has been received).

In each analysis, only first-order failures are considered. That is, examples in which one failure mode is followed by another are not examined. This is because while each such combination could result in a new failure (with different effects or consequences), the combination would be unlikely to yield new failure modes. 

Variable Failure Mode Analysis

This analysis begins by studying the role's state machine model to identify key factors that influence its correct behavior. Selection of such factors requires judgment and will influence the types of failure modes that are identified in the analysis. Examples include

· data that directs behavior, like the availability and types of messages received by the role

· current accumulated state at the role, like whether information is stored locally or whether storage is exhausted

· use of a timer, like whether a time is pending, expired, or not set

· external dependencies, like whether a pending request for information has been satisfied

Each factor is encoded as a variable and the next step is to enumerate the variable's range (i.e., the complete set of possible values for the variable). For example, a variable that abstracts the dependency on another role to provide information (Request) could have the following range values:  none, pending, satisfied, and no response. It is important that the variable and each range value have an accompanying description; writing such descriptions can trigger new thoughts, which may result in additional range values.

Each variable is next analyzed in isolation. For each variable, a table like the following is constructed that contains all combinations of range values for the variable. The two columns are prefixed with "Actual" and "Indicated." The "Actual" version of the variable represents the state that the role should be in, while the "Indicated" version represents the state that the role "thinks" that it's in. 

	Actual Request
	Indicated Request
	Failure Modes

	none
	none
	

	none
	pending
	

	none
	satisfied
	

	none
	no response
	

	pending
	none
	

	pending
	pending
	

	pending
	satisfied
	

	pending
	no response
	

	…
	…
	


The purpose of this analysis is to identify failure modes that could lead the role to enter an inconsistent state. For each row, the analysis assumes that the role begins in a safe, consistent state (among other factors, the two versions of the variables match). Each row then represents a new role state in which the two versions of the variable have the new values; if those new values match, then no failure is considered. If the new values do not match, the analysis team brainstorms failure modes that could lead to this particular kind of inconsistency (i.e., some failure has occurred, but the analysis is focused more on the why than the what).

Of course, such variables likely do not exist in the implemented role, but they serve as an effective tool for examining an abstract model in a focused, deliberate analysis of potential causes of failures.

State Failure Mode Analysis

The state analysis follows a similar focused, but abstract approach to identify failure modes. A similar table is constructed (as shown below), but the columns are different. The first column identifies the state (from the role's state machine model) that the role is entering. The second column identifies different "paths" by which the role could enter that state. The "Path" column always identifies the same three kinds of paths for each state

· expected:  the path from the previous state to the new state matches a path in the state machine model; the role's behavior matches what is in the state machine.

· unexpected:  the role has entered a new state that is allowable from the previous state, but not by an expected path (e.g., transitioning when the guard condition is not satisfied or processing in the previous state has not been completed).

· unallowable:  the role has entered a state that should not be reachable from the previous state.

	New State
	Path
	Failure Modes

	idle
	expected
	

	idle
	unexpected
	

	idle
	unallowable
	

	sendinfo
	expected
	

	sendinfo
	unexpected
	

	sendinfo
	unallowable
	

	…
	…
	


As with the variable analysis, each row is examined with the assumption that the role begins in a safe, consistent state. For each row where the role has followed an expected path, no failure modes are considered as no failure is indicated. Otherwise, the analysis team brainstorms failure modes for each combination.
3.1.2 Communication Analysis Process

Our analyses of role-based failures and failure modes were based on potential deviations from the expected behavior of individual substation automation roles. The expected behavior of each role was characterized and formally specified by the role’s state machine diagram. However, since the role-based failure analyses considered only the behavior of the individual roles in isolation, then even in aggregate they paint only a partial picture of the ways in which anomalous behavior of the SA system as a whole can arise.  

Therefore role-based failure analyses alone are not sufficient. To garner a more complete picture of the failures and failure modes that an SA system can be subject to, complementary failure analyses are needed based on both the communications between roles and on the five zones specified in the SA architecture diagram.  In the section we consider failure analyses based on communication between roles.  A zone-based failure analysis is considered in the next section.

A communication failure analysis attempts to capture the anomalous behavior (in terms of failures and failure modes) that can be associated with communications between roles. To determine the failures and failure modes associated with communications between roles, we begin by considering the most basic act of communication: “Role A sends message M to role B.”

Below we list the four essential communication objectives for the action “Role A sends message M to role B.”  Underneath two of the objectives are specific corollaries that are implied by the objectives.

a) M should arrive at B in a timely fashion

i. M should arrive

b) M should arrive at B unaltered

c) M should not be delivered to any role other than B
i. M should arrive at B unobserved

d) M should not originate from any role other than A
Analysis method description – TBD – We first derive a set of failure classes by examining the inverse statements of the four communications objectives above to obtain a set of generic communication failures (see the Generic Network Failures in spreadsheet.)  SME’s then use experience and brainstorming to generate failure modes for each of the generic communication failure classes.
3.1.3 Zone-Based Analysis Process

Our analyses of role-based failures and failure modes thus far have been based on potential deviations from the expected behavior of individual substation automation roles and the anomalous behavior associated with communications between zones. To complete our picture of the failures and failure modes that an SA system can be subject to, a complementary failure analysis is needed based on the zones specified in the SA communications architecture diagram.  The five zones that are the focal points of the SA architecture are the (1) protection zone, (2) local substation autonomy zone, (3) supervisory control zone, (4) the field visibility and control zone, and (5) enterprise visibility zone. A zone-based failure analysis attempts to capture the anomalous behavior (in terms of failures and failure modes) that can be associated with the specific operational and security requirements that each zone imposes on any role within its boundaries.

   Analysis method description TBD – Examine the inverse statements of the operational and security requirements for each of the five zones to obtain a set of zone-specific failures (i.e., failure classes).  SME’s than use experience and brainstorming to generate failure modes for each failure class.

3.2 Security and Operational Objectives

The goal of this document is to establish a cyber environment in which a substation automation system can successfully and securely operate. Meeting this goal requires that a number of security and operational objectives that support that goal are achieved. This section defines the assumptions made regarding the operational context for these systems and how the systems will be operated, and then presents a set of security objectives around which the remainder of the document revolves.
3.2.1 Contextual Assumptions

This document assumes that the following conditions, largely or wholly outside of the organization’s control, apply to the environment in which substation automation systems will be deployed:
1. Integration with / incorporation of legacy systems (that have limited security capabilities) may be difficult (i.e., impractical) to avoid.

2. The nature of protection functionality presents significant dependency and challenges in differentiating between true observations and false (i.e., maliciously manipulated) input.

a. Deep understanding of system operation presents significant opportunity for the system to be turned against itself using intended design functionality.

b. Protection scheme spans two stations: A & B with differential protection scheme. Relay at A sends value to B. B looks at value and says, "these are close enough - nothing abnormal." Can I interrupt communications and cause value to be out of bounds / trigger a response (i.e., trip)? Can I manipulate (including delays) comms enough to accomplish same thing?

c. "In the hardwired world, nobody worried about a wire telling them the wrong thing."

3. Adding functionality to SA systems places additional performance burdens on device capabilities, and may inhibit the device's ability to perform its core function.

4. Adding complexity to SA systems increases:

a. The difficulty of understanding cause-and-effect / sequence of events

b. Opportunity for unintended consequences

5. Integration of increased functionality demands more, broader, and deeper expertise, which in turn increases opportunity for organizational dysfunction.
3.2.2 Core Operational Assumptions

This document assumes that organizations will operate substation automation systems in the following manner:
1. The primary mission of the substation automation system is to protect personnel safety.

2. The secondary mission of the substation automation system is to protect the integrity of power system assets.

3. The tertiary mission of the substation automation system is to maintain and/or restore electric power service to as many customers as possible.

4. Local substation functions should be able to continue operations in the absence of external communications.

5. Automated system protection decisions should not be executed based solely on data from non-utility assets.

6. Protection should not be disabled on energized equipment.

7. Maintenance?

8. No ability to remotely disable protection - requires someone on-site.

9. For a given Actuator, there is at most one Control Application that can send control actions to that Actuator. (NOTE: Protection Applications do not follow this constraint.)

3.2.3 Security Principles
Fourteen objectives for the substation automation system were identified and utilized throughout the profile development process. These objectives served as the “ground rules” for the substation automation systems and helped with use case development and failure identification. The objectives are as follows:

1. Security controls should not interfere with the missions of the SA system.
a. SA protection functions are particularly sensitive to reduced availability and added latency.
b. SA monitoring and control functions are particularly sensitive to reduced availability.

c. Security controls must not inhibit manual emergency override capabilities.

d. Security controls should provide clear visibility/indication of the sequence of security events, automated control actions taken, and expedient operator actions for restoration/recovery of substation automation systems.

e. Security controls should provide for the maximum amount of operational flexibility (e.g., updates of ACL's should not require a full re-evaluation of the entire system).

2. Security controls should protect the system from unauthorized actions that could endanger personnel or equipment.

a. Users should not be allowed to perform any action that falls outside of their assigned role. 

i. Generally, local operation takes precedence over remote operation.

ii. Configuration and operation of the system should be performed by separate roles.

b. No unauthorized or unauthenticated remote access should be granted by a SA system device or component.

i. Remote access should be restricted to designated systems and locations.

ii. All remote access should utilize designated points for ingress/egress.

c. No unauthorized or unauthenticated control commands should be processed by a SA system device or component.

i. Only control commands from designated systems and locations should be executed.

ii. Control commands should use designated points for ingress/egress.

d. No unauthorized or unauthenticated changes to system behavior or operation should be permitted.

3. Security controls should provide evidence of SA system behavior and operation.

a. [Considerations: Regulatory requirements]

4. Any SA system device or component should be able to validate the authenticity and integrity of all data acquired from another SA device or component.

a. [Considerations: Peer-to-Peer comms]

5. Asset owners should not solely rely on security measures outside their direct observation and control.

a. Responsibility for system behavior, operations, and associated monitoring may be outsourced; however accountability remains with the system owner/operator.

6. Operations should be degraded in a defined order of precedence (i.e., protection is more important than control, is more important than monitoring…).
3.3 Failure Modes
Failure analysis for roles was done by examining undesired transitions of the state machine model for each role. This analysis was restricted in most cases to a single transition that causes a change in a single state variable, though analysis was extended to two transitions involving two state variables in special cases. Failure modes that could cause the undesired transition were identified and security controls were assigned to prevent the undesired transition, mitigate its consequences, or both.

Failure analysis for network zones and communication sub-systems identified failures that could lead to a violation of the security principals and objectives or interfere with the functional goals of the substation automation system. For these failures, failure modes that could cause the failure to occur were identified and security controls were assigned to prevent the failure mode, mitigate its consequences, or both.

Tables 1-3 below collect all the failure modes that were identified through the three failure analysis. Each failure mode has a unique failure mode ID and a short definition of the failure mode. It should be noted that the failure mode ID number does not imply any kind of priority assignment. 

3.3.1 Role-Based Failure Modes

RBF-1 through RBF-25 represent the superset of failure modes that can be applied to the roles within the substation automation system.

Table 2 – Role-Based Failure Modes

	Failure Mode ID
	Failure Mode

	RBF-1
	Execution of incorrect code

	RBF-2
	Memory not OK (bad pointer)

	RBF-3
	Bad initialization (Memory)

	RBF-4
	Unknown or unexpected sender

	RBF-5
	Unable to retrieve sufficient data to evaluate message

	RBF-6
	Apparent conflict due to unclear sequencing of received messages

	RBF-7
	Unsynchronized clocks between sender & receiver

	RBF-8
	Manipulation of operating parameters defining safe data

	RBF-9
	Apparent trusted source sending unsafe message

	RBF-10
	Execution without sufficient validation (e.g., syntactic, semantic; timing...)

	RBF-11
	Incorrect or corrupt corroboration data used for validation

	RBF-12
	Improper manipulation of data after receipt

	RBF-13
	Physical limitations of media

	RBF-14
	Improper (automated or manual) manipulation of data

	RBF-15
	Improper management of permissions

	RBF-16
	Memory leaks

	RBF-17
	Insufficient monitoring of memory

	RBF-18
	Unexpected process restart

	RBF-19
	Incorrect / improper data used for evaluation of action

	RBF-20
	Communication error falsely indicating data sent

	RBF-21
	incorrect input validation

	RBF-22
	race condition causes decision to be made before data completely processed

	RBF-23
	incorrect input message classification

	RBF-24
	corrupt routing tables sends data to unauthorized receiver

	RBF-25
	request is incorrectly reported as undeliverable


3.3.2 Communication Failure Modes

Table 3 below contains failures and failure modes associated with generic network communication failures (between roles within and among the five zones in the substation automation architecture) that would undermine the four primary communications objectives listed in Section 3.1.2.  Column 1 of table contains a failure ID of the following form, where n is an integer value:

GNFn = Generic Network/Communications Failure  

The second column is a failure name which is meant to be a short mnemonic label for a class of failure modes.  Examples of failure names are “Net-Comm-Misdirect” which stands for misdirecting network communications.  This class of failure corresponds to failure modes such as a compromised network device sending unauthorized messages to a wrong destination (e.g., due to corrupted routing tables). The format for the failure names is as follows:

          Net – <Subject of the Failure > – <FailureType>
Net simply represents any generic network communications between roles.

The Subject of the Failure may be an Activity, Role (generic or specific), Component, Subsystem, or System Element (such as Data). 

The FailureType is the class of the failure such as Delay, Disrupt, Corrupt, Sniff, Misdirect, or Bandwidth Exhaust.
The table’s third column lists the communication objective violated by the failure.   The remaining columns list failure modes associated with each class of failure, along with some examples and comments.

Table 3 – Communication Failure Modes

	Failure ID
	Failure
	Objective
	Failure mode ID
	Failure Mode
	Example

	GNF1
	Net-Comm-BlockorDrop
	a
	GNF1.1
	Network saturation
	DDoS, Spurious message generation

	
	
	a
	GNF1.2
	Network interface saturation
	Insufficient network card capability

	
	
	a, b
	GNF1.3
	Network interference
	Insufficient signal-to-noise ratio

	
	
	a
	GNF1.4
	Network equipment failure
	Physical damage, subversion

	
	
	a
	GNF1.5
	Physical medium loss or damage
	Physical damage

	GNF2
	Net-Comm-Sniff
	c(i)
	GNF2.1
	Unauthorized access to transmission medium - both logical and physical access
	Wiretap, Unprotected comm port, Weak or absent network password, Infrastructure component compromise

	
	
	c
	GNF2.2
	Inappropriate use of broadcast or multicast protocol
	Inappropriate DNP3 configuration, Incorrect network configuration

	
	
	c
	GNF2.3
	Medium not sufficiently constrained
	Wireless snooping, Incorrect network configuration

	GNF3
	Net-Comm-Misdirect 
	a, b, c, d
	GNF3.1
	Network device compromised and sending unauthorized messages to wrong destination
	Corrupted network routing tables, Network devices with default or no password, device compromised and made to behave as a rogue actor, Counterfeit network device

	GNF4
	Net-Comm-Delay
	a
	GNF4.1
	Network not properly configured to meet latency requirements
	Noisy non-protection devices on protection subnet, QoS wrong priority

	
	
	a
	GNF4.2
	Inappropriate protocol for latency requirements
	Wrong side of security vs. speed tradeoff

	GNF5
	Net-Comm-Inject
	d
	GNF5.1
	Replay attack (sniff plus inject) 
	Protocol not replay resistant, A recorded message stream is used to perform a denial of service attack

	
	
	d
	GNF5.2
	Weak protocol - Sequence numbers or other info needed to slip a malicious packet into sequence easily guessed.
	

	
	
	a, b, c, d
	GNF5.3
	Network password obtained or logical entry to network not protected 
	WiFi encyption password not set or flaw in protocol allows password discovery

	
	
	c
	GNF5.4
	Message is inappropriately routed to an unintended recipient
	Network is incorrectly configured (e.g., a bad routing table)

	GNF6
	Net-Comm-Unauth
	a, d, c
	GNF6.1
	Authorized network device consuming network resources
	data deluge by a malfunctioning network device increases background traffic in the network, Authorized sender is hijacked and used to send inappropriate data

	GNF7
	Net-Comm-NotAuthentic
	b, c
	GNF7.1
	Message attributes are unverifiable
	parts of the message or all of the message sent by a device cannot be verified (not enough credentials), certificate authority is down, packet-in-packet injection or buffer overflow kind of  attack subverts the message origination

	GNF8
	Net-Comm-Corrupt
	b
	GNF8.1
	message attributes are corrupt and unverifiable
	


3.3.3 Zone-Based Failure Modes

Table 4 below contains failures and failure modes associated with the five zones in the substation automation architecture.  These are the specific failures and failure modes related to violations of the operational and security requirements associated with the cluster of roles within each zone.  

Column 1 of the table contains a failure ID of the following form, where n is an integer value:

SPFn = Specific Protection Zone Failure

SLFn = Specific Local Substation Autonomy Zone Failure

SSFn = Specific Supervisory Control Zone Failure

SFFn = Specific Field Visibility and Control Zone Failure

SEFn = Specific Enterprise Visibility Zone Failure

The second column is a failure name which is meant to be a short mnemonic label for a class of failure modes.  The format for the failure names is as follows:

          <Zone> – <Subject of the Failure > – <FailureType>
Examples of failure names are “Enterprise-Comm-IncorrectPriority” which represents a class of failure that comprises failure modes such as traffic heading for Enterprise (e.g., for analytics) consuming enough network bandwidth to disrupt operational traffic, and “Field-Comm-Sniff” which represents predatory snooping of field communications that would allow attackers to do reconnaissance.  

A Zone may be either Protection, Local, Supervisory, Field, or Enterprise. 

The Subject of the Failure may be an Activity, Role (generic or specific), Component, Subsystem, or System Element (such as Data). 

The FailureType is the class of the failure such as Delay, Disrupt, Corrupt, Sniff, Misdirect, or ResourceExhaust.
The table’s third column lists the operational, or security objective violated by the failure.   The remaining columns list failure modes associated with each class of failure, along with some examples and comments.

Table 4 – Zone-Based Failure Modes

	Failure ID
	Failure Name
	Objective
	Failure Mode ID
	Failure Mode
	Example

	SPF 1
	Protect-SitAware-Disrupt
	
	SPF1.1
	False recognition of open (tripped), when actually closed (still energized). So don't proceed with redundant open (device says it opened when it didn't or injected signal says so).
	Interception/injection of specific protection messages (due to rogue device on protection network)

	
	
	
	SPF1.2
	False recognition of closed (energized), when actually open (tripped).
	

	
	
	
	SPF1.3
	Non-arrival of protection event messages in a timely manner (e.g., sensor messages)
	

	SPF2
	Protection-Redundancy-Disrupt
	
	SFP2.1
	Voting scheme produces incorrect result (though voting in the protection zone may be impractical due to time constraints)
	

	SPF3
	Protection-Priority-Disrupt
	
	SPF3.1
	Protection function (apps, sensors, actuators) disrupted or delayed due to competing functions on a multi-function device (competing functions may use too many system resources or refuse to grant higher priority to protection or may be compromised by a vul not present in protection function)
	

	SPF4
	Protection-Activity-Disrupt/Delay
	
	SPF4.1
	Subsystem or device failure disrupts protection function (Note: We are particularly concerned with single points of failure) no backup or failover.  Security control is a safe failover.
	

	
	
	
	SFP4.2
	Non-arrival of protection event messages in a timely manner (e.g., messages to actuators)
	

	SPF5
	Protection-ExtComm-Lost
	
	SFP5.1
	Interference on physical medium
	

	
	
	
	SFP5.2
	network improperly configured
	

	SPF6
	Protection-Role-Identity
	
	SFP6.1
	Authorization or authentication delays protection activity beyond latency requirements
	

	
	
	
	SPF6.2
	The classification or declassification of roles, apps,  and devices as protection-related is incorrect and so improper priorities are assigned.
	An attacker reclassifies a protection function as a non-protection function.

	SEF1
	Enterprise-Comm-Bidirectional
	
	SEF1.1
	Information from the Enterprise flows toward other zones
	

	
	
	
	SEF1.2
	Enterprise's Corporate (IT) network is compromised or infected and spreads to other zones
	

	SEF2
	Enterprise-Data-BadProvenance
	
	SEF2.1
	The integrity or origin of data transported through this zone is compromised
	

	SEF3
	Enterprise-RawData-Unavailable
	
	SEF3.1
	Roles in the Enterprise Zone can't access unaltered and original data from lower level roles
	

	SEF4
	Enterprise-Comm-BadRemoteIdentity
	
	SEF4.1
	A role in the Enterprise zone mis-identifies a remote device or component or accepts data from an unidentified device
	

	SEF5
	Enterprise-Comm-IncorrectPriority
	
	SEF5.1
	Traffic headed for Enterprise (e.g., for analytics) consumes enough network bandwidth to disrupt operational traffic 
	

	SFF1
	Field-Comm-Sniff
	
	SFF1.1
	Predatory snooping of field communications occurs.
	

	SFF2
	Field-Comm-BadRemoteIdentity
	
	SFF2.2
	A role in the Field zone mis-identifies a remote device or component or accepts data from an unidentified device
	

	SFF3
	Field-Net-BadIdentity
	
	SFF3.1
	Communications infrastructure in this zone admits a device or components into network without authentication, 
	

	
	
	
	SFF3.2
	Communications infrastructure in this zone fails to admit an authentic and authorized device or components into network
	

	SFF4 
	Field-Control-ResourceExhaust
	
	SFF4.1
	A security control inhibits operation of resource-constrained device sufficiently to disrupt operational objectives
	

	SFF5
	Field-Role-Delay
	
	SFF5.1
	A role in the field zone fails to meet its low-level latency performance requirements
	

	SFF6
	Field-Comm-Delay
	
	SFF6.1
	Messages and information in the field zone exceed  latency criteria 
	

	SFF7
	Field-Comm-Priority/Contention
	
	SFF7.1
	Communications in this zone jeopardizes other operations of the Proxy (or any other role inside the substation).
	A defective field device floods the network with packets.
A compromised field device floods a substation role with messages.


4 Security Controls

This section defines the set of recommended security controls for substation automation systems and components as they satisfy the functionality of the roles delineated earlier in this document. Many of the security controls in this document are inspired by and intended to cover the technical requirements found in NIST IR 7628 as applied to distribution automation technology. The controls presented herein may then, in turn, be satisfied by communications protocol definition-level standards and manufacturing specifications. This section first recommends network architecture, then defines the controls, allocates the controls to roles and network segments, and closes by assessing coverage of NIST IR 7628 technical requirements.
4.1 Control Definitions
The process for defining the controls in this document was based on an analysis of the roles, their state transition models and failure modes defined in this profile along with careful examination of the NIST IR 7628, the Distribution Management Security Profile, and other collections of security standards and best practices. The process for deriving the controls included the following steps (with natural iteration and review):

1. Examine the failure modes and associated controls from the Distribution Management Security Profile and WAMPAC Security Profile for similarities to the failure modes as defined in this document and for potential re-use of control material.

2. Re-write selected controls from the Distribution Management Security Profile and WAMPAC Security Profile to apply to substation automation. Verify, augment, or correct the mapping of each re-written control to the substation automation failure modes.

3. Examine the list of substation automation failure modes for complete coverage. Compose new controls as needed to ensure all failure modes are addressed.

4. Explicitly document the applicability of each control to roles or network segments. Tailor and/or split controls where necessary to accommodate implementation and environmental constraints for each role or network segment.
5. Map each control against the technical requirements in the NIST IR 7628. Assess coverage of technical requirements in the NIST IR 7628 by the substation automation controls.

6. Modify the substation automation controls to complete coverage of individual NIST IR 7628 requirements where appropriate. Document NIST IR 7628 requirements not completely covered along with reasoning.

This document does not attempt to cover general information technology cyber security, cyber security best practices for other control systems, or organizational-level cyber security requirements that would apply to all or multiple smart grid systems. Substantial guidance is already available on these subjects, and may be found in such documents as:

· COBIT – the Control Objectives for Information and related Technology is an IT governance framework and supporting toolset that allows managers to bridge the gap between control requirements, technical issues and business risks. COBIT enables clear policy development and good practice for IT control throughout organizations. COBIT emphasizes regulatory compliance, helps organizations to increase the value attained from IT, enables alignment and simplifies implementation of the COBIT framework. (http://www.isaca.org/Knowledge-Center/COBIT/Pages/Overview.aspx) 

· ISO 27000 series – consists of several parts numbering from 27001 – 27006 that provide a specification for an information security management system (ISMS). This work supersedes the BS7799 standard. (http://www.iso.org/iso/iso_catalogue/catalogue_tc/catalogue_detail.htm?csnumber=41933) 

· ITIL (Information Technology Infrastructure Library) - ITIL is a widely adopted approach for IT Service Management in the world.  It provides a practical, no-nonsense framework for identifying, planning, delivering and supporting IT services to the business. (http://www.itil-officialsite.com) 

· NIST SP 800-53 Recommended Security Controls for Federal Information Systems and Organizations – provides guidelines for selecting and specifying security controls for information systems supporting the executive agencies of the federal government to meet the requirements of FIPS 200, Minimum Security Requirements for Federal Information and Information Systems. The guidelines apply to all components of an information system that process, store, or transmit federal information. (http://csrc.nist.gov/publications/nistpubs/800-53-Rev3/sp800-53-rev3-final_updated-errata_05-01-2010.pdf)

This document’s primary point of reference for broader cyber security guidance is the NIST IR 7628, and as such, these controls do not address the requirements in the NIST IR 7628 as applied to the organization. The controls herein are strictly focused on detailed recommendations for building and implementing substation automation systems and technology where guidance may not be found in other broadly accepted reference material.
The following tables define technical security controls that, if followed, will improve the security of substation automation systems. They include:

· Control ID:  This ID is composed of the control's category and a sequence number within that category.

· Short Name:  This is a unique string that concisely references the intent of the control.

· Definition:  This is the text that defines the control itself.

· Reference(s):  These are the requirements from the NIST IR 7628 that are partially or fully satisfied by the control. Requirements listed in parenthesis are not allocated in the NIST IR 7628, but are included here for completeness.

· Primary Failure Mode: The failure mode from Section 3.3 that is the primary focus of the control.

4.1.1 Access Control

Table 5 – Controls: Access Control

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Access Control.05
	Emergency Access
	The system shall provide a means of audited, limited, manual override of automated access control mechanisms for use in the event of an emergency requiring immediate Operator intervention.
	SG.AC-14, SG.AU-2
	15

	Access Control.06
	Concurrent Session Management
	<Role> limits the use of concurrent sessions for any user, device, or application. The number of concurrent sessions shall be limited to the minimum necessary for proper operation of the system. (More than 1 concurrent session requires justification.)
	SG.AC-11
	6

	Access Control.07
	Session Duration
	The system: 1. Prevents further user access to the system by expiring or terminating the session after no more than 15 minutes of inactivity with appropriate safety considerations. 2. Sessions must be reestablished using appropriate identification and authentication procedures.  3. The existing information on the display shall be obfuscated during session lock.
	SG.AC-12, SG.AC-13
	14

	Access Control.08
	Portable Device Attachment
	The system limits attachment of portable devices and media to allow only specifically authorized users to do so. The default state shall disable all access from portable devices and media. Attachment of portable devices and media shall be enabled only where it is necessary for operation and/or maintenance functions. The system prevents the automated execution of code located on portable media. Mobile devices traveling to high risk locations shall be appropriately hardened and subsequently sanitized upon return; i.e., such mobile devices shall contain only minimal information required to conduct business during the use period.
	SG.AC-17
	1


4.1.2 Audit & Accountability

Table 6 – Controls: Audit & Accountability

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Audit & Accountability.2
	User Access Monitoring/Logging
	The system shall monitor and log all user interactive sessions to <role> including all administrative and maintenance activities.
	SG.AU-16, (SG.MA-6)
	15

	Audit & Accountability.3
	Local and Central Logging
	<Role> shall maintain a local log of all local authority actions at the highest level of detail available for the longest period of time that local storage space permits which shall be at least one week. <Role> shall forward all log entries to a dedicated logging server via its management server or directly to the log server.  Retain centrally stored logs for at least one year, with a minimum of three months immediately available for analysis.
	SG.AU-2, SG.AU-4, SG.AU-16
	15

	Audit & Accountability.4
	Electronic Log Format
	The system shall make all physical access logs available in electronic form suitable for long term storage and retrieval.
	SG.AU-4
	14

	Audit & Accountability.5
	Content of Audit Records
	<Role> shall produce audit records for each event with information including 1) date and time of the event, 2) the identity of the user/<role>/component where the event occurred, 3) type of the event, 4) the identity of the user/<role>/component that detected the event, and 5) known details of the event including location (logical and physical). The system shall have the capability to centrally manage content of audit records generated by individual roles/components. Minimal set of auditable events includes: access (whether central, remote, logical, physical, emergency, authorized, or unauthorized), unsuccessful authentication, change in configuration, and health and resource warnings. The list of auditable events and audit records shall be reviewed periodically.
	SG.AU-3, SG.AU-15
	14


4.1.3 Configuration Management

Table 7 – Controls: Configuration Management

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Configuration Management.1
	Systems Inventory
	The system shall create and maintain (on at least a daily basis) an inventory of substation automation systems and devices that includes information that uniquely identifies each component, such as manufacturer, type, serial number, version number, and location (logical and physical).
	SG.CM-8
	14

	Configuration Management.2
	Current Configuration
	A designated system or systems shall daily or on request obtain current version numbers, installation date, configuration settings, patch level on <role> and compare these with recorded values in the inventory and configuration databases. All discrepancies shall be logged and alerts shall be generated where appropriate.
	(SG.CM-6), SG.SI-2, SG.SI-7
	14

	Configuration Management.3
	Disabling Unnecessary Functionality
	The system shall ensure that only the minimum functionality required for the proper operation and maintenance of <role> is enabled. The full set of allowable functions and services shall be documented and verified at startup and periodically thereafter. All unnecessary functions (including email, instant messaging, and social networking software) shall be uninstalled, removed, or never installed. 
	SG.CM-7
	1

	Configuration Management.4
	Disabling Unnecessary Communication Services
	Upon startup, the system shall ensure that all networking and communication capabilities not required for the operation or maintenance of <role> are disabled. This includes VOIP, instant messaging, ftp, HTTP, file sharing. Vendor defaults for all wireless options shall be initially set "off". Any unused ports shall be disabled. Modems shall be disabled by default. Every modem port and LAN port shall be disabled by default.
	SG.CM-7, SG.SC-17
	4


4.1.4 Continuity of Operations

Table 8 – Controls: Continuity of Operations

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Continuity of Operations.3
	Operations Continuity
	The system shall provide a means to compensate for loss of a single component implementing <role> without loss of system functionality.
	(SG.PE-12), SG.SC-5
	5

	Continuity of Operations.4
	Graceful Degradation
	The system shall provide a means to continue operations with reduced system functionality in the event of complete loss of the <role> function.
	NONE
	5


14
	

	Continuity of Operations.6
	Alternative Time Source
	The <role> shall support alternative time source for redundancy and consistency checking.
	SG.SC-5
	7


4.1.5 Identification & Authorization

Table 9 – Controls: Identification & Authorization

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Identification & Authorization.01
	Identifier Management
	The system shall assign unique identifiers to all individuals and connected systems or devices.
	(SG.IA-2)
	4

	Identification & Authorization.07
	Message Identities
	<Role> shall include in every message the identity of the sender and the intended recipient(s). The mechanisms used to meet the requirement of this control are intended to be applied within the message payload. Data link layer (layer 2) and/or Network layer (layer 3) addressing is not sufficient by itself to meet the requirement of this control.
	SG.IA-5
	24

	Identification & Authorization.09
	Self Identification
	The <role> shall be able to report identifying and configuration information of the software and hardware on request, consistent with Access Controls identified in this document. This shall at a minimum include version number, installation date, configuration settings, and patch level. This information shall also include at least one element that is uniquely dependent on the component contents such as a FIPS 186 compliant hash value for the component.
	SG.SC-12, SG.SI-7
	14

	Identification & Authorization.10
	Authenticated Link Establishment
	<Role> shall provide limited communication functionality until an authenticated link to a centralized credential management system is established. Communications shall be limited to those functions required to establish an authenticated link.
	NONE
	24

	Identification & Authorization.11
	Authenticated Link Restoration
	<Role> shall refuse local authority when an authenticated link to a centralized credential management system is established. If no such link is active, local authority may be granted to a predetermined account unique to the device with a one-time-use password. Upon logon, the password must be changed and a flag will be set indicating local authority has been established. The flag may not be cleared by anything other than a centralized credential management system.
	NONE
	24


4.1.6 Physical & Environmental

Table 10 – Controls: Physical & Environmental

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	Physical & Environmental.08
	Physical Access Indications
	Supporting systems shall provide real-time visibility of all events relating to physical access to <role> to utility operations personnel (e.g. system operator).
	(SG.PE-4)
	18

	Physical & Environmental.10
	Power Source Monitoring/Logging
	Supporting systems shall provide continuous monitoring of the state of the primary and alternate power sources for <role>, and shall log all interruptions of these power sources.
	NONE
	18

	Physical & Environmental.12
	Alternate Power Source
	The system shall provide a long-term alternate power capable of maintaining uninterrupted, minimally required operational capability for essential substation automation system cyber components in the event of an extended loss of the primary power source.
	(SG.PE-9)
	18

	Physical & Environmental.13
	Backup Power Requirement
	Components essential for closed loop control functions shall be capable of operating for a minimum of 1 hour upon loss of primary power source. This requirement can be met by the use of a UPS, battery backup, or alternate power source.
	(SG.PE-9)
	18

	Physical & Environmental.16
	EMI/Surge Protection
	<Role> located within, on, or nearby high-voltage power equipment or facilities shall be resistant to EMI and heavy electrical surges that can be expected within an electrical substation or electrical distribution feeder circuit. Purchasing equipment that meets IEEE 1613 or IEC 61850-3 specifications will satisfy this requirement.
	NONE
	2


4.1.7 System & Communication Protection

Table 11 – Controls: System & Communication Protection

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	System & Communication Protection.01
	Management/Configuration Isolation
	The management/configuration port or function for <role> shall be physically or logically (e.g., separate VLAN not routed to other networks) separated from non-management/configuration data.  Management and configuration shall also use separate authentication credentials from the credentials used by <role>.  No management segment shall cross any boundary defined in the Network controls.  There shall be one management segment corresponding to each non-management segment.
	SG.SC-2
	1

	System & Communication Protection.02
	Security Function Isolation
	<Role> data and functionality shall be physically or logically (e.g., separate VLAN not routed to other networks) separated from security devices and functionality. Security devices and functionality can exist on management networks, however, the authentication for these devices and functionality will use separate multi-factor credentials.
	SG.SC-3
	15

	System & Communication Protection.03
	Secure Coding Practices
	Software components shall be developed in accordance with secure coding standards (e.g., the CERT Secure Coding Standards or OWASP Development Guide) for avoidance of cataloged coding flaws and weaknesses (e.g., the NIST SAMATE Reference Dataset or the MITRE Common Weakness Enumeration). Compliance can be demonstrated through code inspections or use of static analysis tools.
	(SG.SA-8), SG.SC-4
	1

	System & Communication Protection.05
	Startup in Known State
	<Role> shall start up in a known state that is safe and secure in accordance with system requirements set by the organization.
	NONE
	3

	System & Communication Protection.06
	Quality of Service - Specification
	<Role> shall use a QoS or other resource reservation control mechanism on all outgoing communications. Relative priority for traffic related to substation automation systems shall be from highest to lowest:  1) commands, 2) configuration and management, 3) informative data. 
	SG.SC-6
	

	System & Communication Protection.07
	Quality of Service - Enforcement
	The network shall process all traffic in accordance with the QoS or other resource reservation control identifier.
	SG.SC-6
	

	System & Communication Protection.08
	Resource Consumption
	The <role> shall implement resource monitoring and control mechanisms for all devices/processes to identify and mitigate excessive resource consumption (e.g., runaway processes).
	SG.SC-6
	17

	System & Communication Protection.09
	Resource Monitoring
	The system shall provide operator visibility and appropriate alerting for <role> resources and activity, including available memory and disk space, CPU utilization, status of queues, and message transmit/receive rates.
	NONE
	13

	System & Communication Protection.12
	Traffic Control and Filtering
	The system shall enforce the flow of information into, out of, and within the substation automation network by placing boundary protection devices (e.g., proxies, gateways, firewalls, and routers) at designated network segment boundaries. These firewalls shall control (i.e., filter) all traffic passing between network segments, using “deny unless specifically permitted” policies. The system shall restrict "permit" rules to the smallest number of endpoints, workstations, devices, and services possible.
	SG.AC-5, SG.AC-15, SG.SC-5, SG.SC-7
	4

	System & Communication Protection.13
	No Internet Access
	No internet access (including e-mail or software updates) shall be allowed from <segment>, even if through a proxy or through a firewall.
	SG.SC-7
	4

	System & Communication Protection.15
	Emergency Network Segmentation
	If an attack is detected, the system shall label all traffic from compromised substation automation network segments as potentially malicious, and provide tools to isolate the compromised segment from network segments that are confirmed as trustworthy and defensible.
	NONE
	4

	System & Communication Protection.16
	Separate Keys for Separate Functions
	Field <roles> will use separate encryption keys based on functionality for all messages that are encrypted. For example, the key used for encrypting operational data will be different than the key used for firmware updates.
	SG.SC-8, SG.SC-9
	15

	System & Communication Protection.19
	Mobile Code
	<Role> shall accept mobile/active code technologies such as JavaScript, ActiveX, Flash, Java Applets, etc. only from trusted components deployed. The system shall actively detect and prevent any unauthorized code from executing on <role>. All use of mobile code shall be monitored.
	SG.SC-16
	1

	System & Communication Protection.22
	Addressing
	DNS services shall only be deployed in conjunction with DNSSec. Otherwise addressing shall be performed using static IP and/or host tables.
	SG.SC-21
	24

	System & Communication Protection.23
	Centralized Authentication
	Authentication servers for the substation automation systems shall be separate from authentication servers used for corporate and business systems.
	NONE
	15


4.1.8 System & Information Integrity

Table 12 – Controls: System & Information Integrity

	Control ID
	Short Name
	Definition
	Reference(s)
	Primary Failure Mode

	System & Information Integrity.01
	Testing Updates
	The system shall include an isolated environment that replicates the configuration and behavior of the actual architecture and environment for testing and scanning of updates to firmware and software prior to deployment to determine effectiveness and potential side effects.
	SG.SI-2
	1

	System & Information Integrity.02
	System/Device Deficiency
	The system shall flag any <role> that does not satisfy an organization approved baseline secure configuration.
	SG.SI-2
	1

	System & Information Integrity.03
	Process White Listing
	<Role> shall be configured with a process white list to restrict processes to only those necessary to support the <role's> function.
	NONE
	1

	System & Information Integrity.04
	End Point Security
	<Roles> using a general purpose operating system shall implement end point security mechanisms to scan software for malicious code.
	(SG.SI-3)
	1

	System & Information Integrity.05
	End Point Isolation
	The system shall provide the capability to isolate compromised devices upon detection of compromise.
	NONE
	9

	System & Information Integrity.06
	Intrusion Detection
	The system shall detect anomalous events within network segments and across network segment boundaries. This detection shall be protocol aware. Sources of information about anomalous events can be the network or data logs. Intrusion detection systems have false positives so the alarms generated by the intrusion detection systems shall be screened by an experienced person to determine validity of alarms prior to any responsive action being taken.
	SG.AC-15, (SG-SI-4)
	

	System & Information Integrity.07
	Configuration File Authenticity
	<Role> shall not accept any message payload containing configuration files that is not cryptographically signed. Acceptable technologies shall be specified by FIPS 186.
	SG.SC-12, SG.SI-7
	14

	System & Information Integrity.08
	Configuration File and Sensitive Data Integrity Check
	Configuration files and other sensitive data should include cryptographic integrity checks (e.g., cryptographic hashes) and the integrity of the file should be checked whenever it is read by an application.
	SG.SI-7
	14

	System & Information Integrity.09
	Software and Firmware Authenticity
	<Role> shall not accept software or firmware updates that do not have cryptographically signed message payloads, nor shall a system execute any software or firmware before validating its cryptographic signature. Acceptable technologies shall be specified by FIPS 186.
	SG.SC-12, SG.SI-7
	1

	System & Information Integrity.10
	Software Integrity Check
	The system shall maintain a complete image of all currently deployed component software. All components shall maintain a hash of installed software, including patches. Any update to component software shall require a recalculation of the hash. A periodic integrity check of all component software shall be performed by comparing the hash on the component to the hash in the repository. This check shall be performed at least once every 30 days. Acceptable technologies shall be specified by FIPS 186.
	SG.SC-12, SG.SI-7
	1

	System & Information Integrity.11
	Storage Integrity Check
	<Role> shall perform automated checks to validate the integrity of the logical and physical media on a periodic basis as defined by the organization, in no cases exceeding 1 week between checks. Integrity checks shall verify the media is in adequate condition to perform the functions assigned to <role>, and shall immediately report any abnormalities or problems discovered during the scan to the administrator of <role>.
	NONE
	13

	System & Information Integrity.12
	Health Monitoring
	The system periodically interrogates and validates current connectivity by observing communication from <role> on at least a daily basis. All results shall be recorded in an associated log file. Any results indicating an error (as determined by preset conditions) shall alert the system manager.
	NONE
	1

	System & Information Integrity.13
	Manual Input Checking
	The <role> employs mechanisms to check manual input for accuracy, completeness, validity, and authenticity.
	SG.SI-8
	10

	System & Information Integrity.14
	Message Validation
	<Role> shall validate all application protocol fields that it uses for logical and expected values including source, destination, time stamps, and state indicators. <Role> shall use its context and history when assessing the validity of the message.
	SG.SI-8
	10

	System & Information Integrity.15
	Sufficient Error Message Content
	The system shall log all errors identified in an organization-defined list and error messages shall provide information necessary for corrective action.
	SG.SI-9
	

	System & Information Integrity.16
	Minimal Error Message Content
	<Role> shall not reveal potentially harmful (e.g., exploitable) information in error messages.
	SG.SI-9
	

	System & Information Integrity.17
	Message Timestamping
	<Role> shall time stamp all configuration and management messages that it sends.
	NONE
	

	System & Information Integrity.18
	Verify Configuration and Management Message Currency
	<Role> shall verify that all configuration and management messages that it receives arrive within an organizationally-defined time window that meets its design or process requirements. <Role> shall log and report all delays exceeding this time window.
	NONE
	

	System & Information Integrity.19
	Internal Clock Drift
	<Role> shall use an accurate internal clock with minimal drift (no greater than 3 ms) upon loss of synchronization from the external time source.
	NONE
	7

	System & Information Integrity.20
	Clock Record
	<Role's> clock record shall indicate time source used for synchronization and when last synchronized.
	NONE
	7

	System & Information Integrity.21
	Clock Deviation
	<Role> shall continually compare external time source to local clock and flag if deviation exceeds 3 ms.
	NONE
	7

	System & Information Integrity.22
	Multiple Clock Source
	<Role> shall continually compare 2 or more external time sources and flag if deviation exceeds 3 ms.
	NONE
	7

	System & Information Integrity.23
	Time Source
	<Role> shall always use stratum one time source(s) for time synchronization.
	NONE
	7

	System & Information Integrity.24
	Configured Size Warnings
	The administrator of the data store shall be notified immediately when the logical media becomes 75% full and again when it is 95% full by default, modifiable by the organization. 
	SG.AU-4
	13

	System & Information Integrity.25
	Disk Provisioning
	<Role> shall have its logical media overprovisioned by at least 25%.
	SG.AU-4
	13

	System & Information Integrity.26
	Replacement of Data
	<Role> shall provide a mechanism for the user to select a replacement policy for data in its store. By default, the policy gives priority to newer data, which will replace older data when storage is exhausted. <Role> shall also provide mechanism to indicate which data should never be deleted.
	NONE
	13

	System & Information Integrity.27
	Select Before Operate
	The <role> shall support "Select Before Operate" when issuing or confirming commands.
	NONE
	10


4.2 Security Controls Mapping

The following tables allocate controls to either roles or network segments. Instances where a control cannot be met shall be documented with an exception and the organization shall implement other mitigating controls.
4.2.1 Controls Mapped to Roles

Table 13 – Controls Mapped to Roles

	Control ID
	Short Name
	Actuator
	Control application
	Monitoring application
	Protection application 
	Proxy
	Sensor
	Control authority
	Information repository
	User interface

	Access Control.05
	Emergency Access
	
	x
	x
	x
	
	
	
	
	

	Access Control.06
	Concurrent Session Management
	x
	x
	x
	x
	x
	x
	x
	X
	x

	Access Control.07
	Session Duration
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Access Control.08
	Portable Device Attachment
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Audit & Accountability.2
	User Access Monitoring/Logging
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Audit & Accountability.3
	Local and Central Logging
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Audit & Accountability.4
	Electronic Log Format
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Audit & Accountability.5
	Content of Audit Records
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Configuration Management.1
	Systems Inventory
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Configuration Management.2
	Current Configuration
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Configuration Management.3
	Disabling Unnecessary Functionality
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Configuration Management.4
	Disabling Unnecessary Communication Services
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Continuity of Operations.3
	Operations Continuity
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Continuity of Operations.4
	Graceful Degradation
	
	x
	x
	x
	x
	
	x
	
	x

	Continuity of Operations.5
	System Restoration
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Continuity of Operations.6
	Alternative Time Source
	
	x
	x
	x
	
	
	x
	
	

	Identification & Authorization.01
	Identifier Management
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Identification & Authorization.07
	Message Identities
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Identification & Authorization.09
	Self Identification
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Identification & Authorization.10
	Authenticated Link Establishment
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Identification & Authorization.11
	Authenticated Link Restoration
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Physical & Environmental.08
	Physical Access Indications
	x
	x
	x
	x
	
	x
	x
	x
	x

	Physical & Environmental.10
	Power Source Monitoring/Logging
	x
	x
	x
	x
	
	x
	x
	x
	

	Physical & Environmental.12
	Alternate Power Source
	x
	x
	x
	x
	
	x
	x
	x
	

	Physical & Environmental.13
	Backup Power Requirement
	x
	x
	x
	x
	x
	x
	x
	x
	x

	Physical & Environmental.16
	EMI/Surge Protection
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.01
	Management/Configuration Isolation
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.02
	Security Function Isolation
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.03
	Secure Coding Practices
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.05
	Startup in Known State
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.06
	Quality of Service - Specification
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.08
	Resource Consumption
	x
	x
	x
	x
	x
	X
	x
	x
	x

	System & Communication Protection.09
	Resource Monitoring
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.13
	No Internet Access
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.16
	Separate Keys for Separate Functions
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Communication Protection.19
	Mobile Code
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.01
	Testing Updates
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.02
	System/Device Deficiency
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.03
	Process White Listing
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.04
	End Point Security
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.05
	End Point Isolation
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.07
	Configuration File Authenticity
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.08
	Configuration File and Sensitive Data Integrity Check
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.09
	Software and Firmware Authenticity
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.10
	Software Integrity Check
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.11
	Storage Integrity Check
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.12
	Health Monitoring
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.13
	Manual Input Checking
	
	
	
	
	
	
	
	
	x

	System & Information Integrity.14
	Message Validation
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.15
	Sufficient Error Message Content
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.16
	Minimal Error Message Content
	
	
	
	
	
	
	
	
	x

	System & Information Integrity.17
	Message Timestamping
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.18
	Verify Configuration and Management Message Currency
	x
	x
	x
	x
	x
	x
	x
	x
	x

	System & Information Integrity.19
	Internal Clock Drift
	x
	x
	x
	x
	x
	x
	x
	x
	

	System & Information Integrity.20
	Clock Record
	x
	x
	x
	x
	
	x
	x
	x
	

	System & Information Integrity.21
	Clock Deviation
	x
	x
	x
	x
	x
	x
	x
	x
	

	System & Information Integrity.22
	Multiple Clock Source
	x
	x
	x
	x
	x
	x
	x
	x
	

	System & Information Integrity.23
	Time Source
	x
	x
	x
	x
	x
	x
	x
	x
	

	System & Information Integrity.24
	Configured Size Warnings
	
	
	
	
	
	
	
	x
	

	System & Information Integrity.25
	Disk Provisioning
	
	
	
	
	
	
	
	x
	

	System & Information Integrity.26
	Replacement of Data
	
	
	
	
	
	
	
	x
	

	System & Information Integrity.27
	Select Before Operate
	
	x
	x
	x
	
	
	x
	
	x


4.2.2 Controls Mapped to Network Segments

[Content to be added later.]
NOTE: This is a preliminary draft made available for the purpose of allowing industry to see the flow and logic of the document. THIS DOCUMENT IS NOT CONTENT COMPLETE. Substantial portions of this document remain to be refined, reviewed, and/or filled out – notably the entire Controls section (Section 4).








� National Institute of Standards and Technology (NIST), Guidelines for Smart Grid Cyber Security, NIST Interagency Report 7628, August 2010. Available at: � HYPERLINK "http://csrc.nist.gov/publications/PubsNISTIRs.html" �http://csrc.nist.gov/publications/PubsNISTIRs.html�.


� For a more detailed description of this process, please see the ASAP-SG Security Profile Blueprint. � HYPERLINK "http://www.smartgridipedia.org/images/4/43/Security_Profile_Blueprint_-_v1_0_-_20101006.pdf" �http://www.smartgridipedia.org/images/4/43/Security_Profile_Blueprint_-_v1_0_-_20101006.pdf�


� This objective can fail in one of two primary ways, (i) M is readable, but altered or (ii) M is unreadable.
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