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Abstract
Advanced metering infrastructure systems promise to deliver support for dynamic pricing models, and to improve both the stability and reliability of the electric grid, but with a greater need for strong security throughout the architecture. In this paper, we identify the security threats to be considered in advanced metering systems. Additionally, we use qualitative metrics to rank the threats so that mitigations can be applied both effectively and efficiently. Finally, in the appendix, we present an extended set of common criteria threat material for inclusion into an advanced metering system level protection profile.
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1 Introduction
1.1 Overview

Advanced Metering Infrastructure (AMI) is a transforming technology that has broad impact on the energy market and its consumers. AMI allows utilities to balance supply, demand, and capacity making a smarter, more efficient, grid by pushing aspects of grid monitoring and control out to the endpoints of delivery. Stakeholders are implementing the systems and technologies required to deploy AMI today.

Advanced metering infrastructure systems promise to provide advanced energy monitoring and recording, sophisticated tariff/rate program data collection, and load management command and control capabilities. Additionally, these powerful mechanisms will enable consumers to better manage their energy usage, and allowing the grid to be run more efficiently from both a cost and energy deliver perspective. These advanced capabilities will also allow utilities to provision and configure the advanced meters in the field, offering new rate programs, and energy monitoring and control. With the advanced functionality, however, comes great responsibility.  It is the purpose of the Advanced Metering Infrastructure Security Task Force (AMI-SEC) to provide utilities with sufficient guidance to build security into the basic fabric of this deployment.

In this document, we develop a qualitative methodology for identifying key AMI assets, their threats, vulnerabilities, and risks to support security control development. While many such methods exist for information technology and industrial control systems today, no method is adapted for the needs presented by the increased exposure of the AMI field systems. The method used proceeds by characterizing critical assets and their security concerns, system threats, critical asset vulnerability, and concludes with a method for analyzing risk. We next apply the method to a representative high level set of AMI assets.

This Security Risk Assessment (SRA) is a tool to help stakeholders identify the risk values in each AMI security domain, and in turn make effective decisions about how to mitigate those risks.
1.2 Scope

This document provides guidance for conducting the SRA in support of AMI architecture development. Organizations involved with AMI deployments will find this document to be a valuable resource in understanding AMI system risk. This assessment is designed to address the specific security needs, organizational objectives, utility products and services, and processes and specific practices in regard to utility AMI deployment.

Security issues are elicited and aggregated for AMI critical assets from Premise Edge Services to Utility Operations. This assessment does not address non-AMI utility networks.

AMI-SEC has defined and tailored a risk assessment methodology specifically for AMI that includes:

· Identification of security domains,
· Identification of key AMI assets for each security domain,
· Description of security concerns for each asset,
· Identification of threats and threat agents,
· Evaluation of vulnerabilities associated with assets and security domains,
· Consideration of attack likelihood, and
· Evaluation of successful attack consequences.

The valuation of asset security concerns is considered input to the risk assessment methodology utilities may use to determine asset exposure and ultimately, control selection. This document does not advise mitigating measures or prescribe controls against risk determination. Control recommendations are conducted in a separate document.
1.3 Assumptions about AMI Security
The following assumptions are listed to better clarify the scope of the risk assessment problem within the advanced metering infrastructure system [SPP05].
· AMI is a new application domain for system stakeholders, requiring new application of risk assessment, and subsequent security controls prescription.

· Consumers of this document have the ability to identify inputs to the risk assessment process.

· Consumers of this document are responsible for mapping and adapting its tenets to the protection of the value of their individual business values.

· An AMI system security design should incorporate principles of system survivability.
· Stakeholders for this document give preference to openness in security standards, guidelines, methodologies, and ultimately technology.
2 Methodology

2.1 Risk Assessment Steps
There are many definitions of risk, but each has different implications for the nature of the AMI security problem. We leverage two definitions of risk that match the AMI community concerns
· A systems definition of Risk:  The level of impact on organizational operations (including mission, functions, image, or reputation, organizational assets, or individuals resulting from the operation of an information system given the potential impact of a threat and the likelihood of that threat occurring. [NIST800-53 Rev2]

· How to compute Qualitative Risk:  a function of the likelihood of a given threat-source’s exercising a particular potential vulnerability, and the resulting impact of that adverse event on the organization. [NIST800-30]
We adapt a methodology of understanding AMI critical system asset risk. The risk assessment is presented in terms of a static assessment in this document, but must become part of a recurring risk management process for utilities implementing AMI-SEC recommendations to make it compliant with a goal of system survivability.
The following steps are taken directly from NIST 800-30 as a reasonable process for determining and documenting qualitative asset risk:

· Step 1 – System Characterization (Asset Identification for the purposes of AMI)

· Step 2 – Threat Identification

· Step 3 – Vulnerability Identification

· Step 4 – Control Analysis [not considered by this document]
· Step 5 – Likelihood Determination

· Step 6 – Impact Analysis

· Step 7 – Risk Determination

· Step 8 – Control Recommendations[not considered by this document]
· Step 9 – Results Documentation
For the purposes of the initial assessment, Steps 4 and 8 of the NIST SP 800-30 process are not addressed, but rather deferred to a future design document as this document presumes no specific system architecture. As an organization matures and systems are deployed, the utility can easily incorporate existing mitigations into their process. Note Steps 2, 3, 4 and 6 may be done in parallel after step 1 is completed. We will describe AMI specific policies for assessing risk in each of these steps below.
2.2 Mapping Risk through Security Domains
In the interest of approaching risk assessment in a way that is manageable, scalable and traceable, this document utilizes the IntelliGrid concept of Security Domains to aggregate logically cohesive system security requirements. A Security Domain (SD)
 represents a set of resources (e.g. network, computational, and physical) that is governed/secured and managed through a consistent set of security policies and processes. Thus each Security Domain that might be considered for AMI-SEC is responsible for its own general security process (e.g. Assessment, Policy, Deployment, Monitoring, and Training).

A Security Domain provides a well-known set of security functions that are used to secure transactions and information within that domain. We scale our risk assessment process by grouping AMI assets into Security Service Domains and subsequently treating risk by domain. This approach manages the explosion of relationships possible across the number of assets, threats, and vulnerabilities, and allows the mapping of Security Objectives (sometimes called Security Functional Requirements) to Security Service Domains. The rationale and design of the AMI security domains is given in a separate document.
Figure 1 - Risk Assessment Element Mapping illustrates relationships considered for mapping approach.
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AMI-SEC utilizes the following definitions from NIST IR 7298 for purposes of the mapping process:
Asset: A major application, general support system, high impact program, physical plant, mission critical system, or a logically related group of systems. (Note: this is a systems definition of the term “asset,” which is appropriate for this level of analysis. Other uses of the term in this document are accompanied by explanation or definition.)
Threat: Any circumstance or event with the potential to adversely impact organizational operations (including mission, functions, image, or reputation), organizational assets, or individuals through an information system via unauthorized access, destruction, disclosure, modification of information, and/or denial of service.
Vulnerability: Weakness in an information system, system security procedures, internal controls, or implementation that could be exploited or triggered by a threat source.
Security Objective: Requirements levied on an information system that are derived from laws, executive orders, directives, policies, instructions, regulations, or organizational (mission) needs to ensure the confidentiality, integrity, and availability of the information being processed, stored, or transmitted.
Additionally, AMI-SEC utilizes the following definition in the mapping process
Security Service Domain: A set of assets with common security concerns and requirements.
This model captures the fact that threat agents (especially when malicious) do not always directly attack the end-target asset. The threat agent is not limited to the particular set of vulnerabilities associated with the end-target asset, but can instead exploit any vulnerability belonging to any asset within the same security service domain. The threat agent may subsequently leverage any existing and legitimate trust relationship within the domain to compromise the end-target asset. Thus, evaluation of the legitimacy or probability of a threat exploiting a specific vulnerability becomes moot.
The mapping process most importantly results in the ability to link security objectives (requirements) with security service domains. This link may subsequently be traced back through individual assets to determine appropriate mitigating controls for vulnerabilities within a specific domain.
2.3 Asset Identification Methodology

Assets are things of business value to the stakeholder that it desires to protect and sustain. The asset identification phase within the SRA is the first step in the assessment of critical infrastructure. Each asset identified will have a degree of due diligence applied to its risk assessment output. It is important to limit assets considered by risk management efforts to those with true value to the AMI system. Any culling of assets should occur at this early stage. To help determine asset risk, we attempt to identify its context of use, its value, its impact, and specific security concerns it may have for its use context.
2.3.1 Asset Identification Inputs

Inputs into the Asset Identification process can include just about anything contributing value or considered for protection. However, we are most concerned with assets having high likelihood of being compromised, high consequences resulting from compromise, or sufficient combination thereof. The list will cover assets such as:

· Business Values

· Hardware

· Software

· System Interfaces

· Data and Information

· People

· System Mission

2.3.2 Asset Identification Outputs
Outputs of the Asset Identification process will include:

· Description

· Name

· Security requirements domain

· Asset type

· Contexts of use

· Security Profile
· Security concerns

· Value

· Impact & consequence
Description

Each asset will be described by name, the security service domain in which it resides, asset type (e.g.: information, equipment, etc…), and any contextual use information that helps situate it in the AMI architecture.
Security Concerns

Protection concerns are varied as they are derived from the security attributes required by a particular system. Depending on role, location, and context an asset will have different sensitivities for each of the security attributes. These security attributes include confidentiality, integrity, availability, authentication, access control, and accounting. 
Value Concerns

At the highest, most abstract level, assets are traced through business functions to organizational mission and values. The value of an individual system-level asset is ultimately derived from its role and criticality in an organization achieving said mission by the enablement of associated business functions.
Impact & Consequence Concerns
Consequence is the result of an unwanted incident, caused either deliberately or accidentally, which affects the assets. The consequences could be the destruction of certain assets, damage to the IT system, and loss of confidentiality, integrity, availability, accountability, authenticity or reliability. Possible indirect consequences include financial losses, and the loss of market share or company image.
Impact is a measurement of the magnitude of influence associated with results of an unwanted incident. The measurement of impacts permits a balance to be found between the results of an unwanted incident and the cost of the safeguards to protect against the unwanted incident. [SSE-CMM v.3]
The following table highlights a suggested classification of consequence severity due to expected asset impact based on an ANZ 4360:2004 example:

Table 1 – Example policy for consequence severity determination
	
	Consequence Types

	
	Project Cost
	Financial Impact
	Customer Impact
	Regulatory and Compliance Impact

	Severity Level
	High
	$3M or more
	$50M or more
	10,000 or more
	Substantial financial penalties

	
	Medium
	$1M - $3M 
	$1M-$49M
	1,000 to 9,999
	Limited financial penalties

	
	Low
	$1M or less
	$1M or less
	Less than 1,000
	No regulatory or compliance issues


These consequences are provided as an example. Each utility will need to define its own thresholds for severity and impact.
Mission criticality is defined as the extent to which a system is an integral, functioning part of the business and mission of the organization. NIST has identified three categories of criticality that can be assigned to specific systems. Criticality
 can be interpreted as the impact on the system operation, on human lives, on operational cost and other critical factors, when a leveraged function is compromised, modified, or unavailable in the operational environment.
Table 2 – Criticality Categories

	Category
	Definition
	Criteria

	Mission Critical
	Systems that would preclude an organization from accomplishing its core business functions if they fail.
	Supports a core business function.

Single-source of mission-critical data.

May cause immediate business failure upon system failure

	Important
	Systems that would preclude an organization in the short term from accomplishing its core business functions if they fail.
	Backup source for critical data.

Extended period of time.

	Supportive
	Effectiveness and efficiency issues. Failures affect day-to-day business operations.
	Cause loss of business efficiency and effectiveness.

Tracks/calculates data for convenience.


2.4 Threat Assessment
A threat can be defined as a potential violation of a security mechanism. It is possible to classify threats into four broad classes [SHIREY00]:

· Disclosure – Unauthorized access to information

· Deception – Acceptance of false data

· Disruption – Interruption or prevention of correct information

· Usurpation – Unauthorized control of some part of the system

The following security services counter these threats [BISHOP02]: 

· Authentication – Ensures that device, system, or user access is strongly mutually authenticated.

· Authorization – Ensures that access levels are authorized based upon strong mutual authentication. (This function is addressed within the AMI-SEC security service of Access Control.)
· Confidentiality - Ensures that data is shared only with authorized individuals on a need-to-know basis, and that intentional or unintentional disclosure of the data does not occur.

· Integrity - Ensures that data is authentic, correct and complete, and provides assurance that the data can be trusted.

· Availability - Ensures that data, applications and systems are available to those who need them when they need them
.

Sometimes, non-repudiation is also included as a component of information security [PARKER02]. Non-repudiation refers to the assurance that a person who claims or is claimed to have created, modified, or transmitted data is in fact that person, and is unable to deny that they are responsible for the data’s content or transmission.

In essence, non-repudiation is about tying a specific actor to a specific action in an undeniable manner. This function is accommodated by the AMI-SEC security service of Accounting.
2.4.1 Threat Model Development

A threat model is a description of a set of possible attacks to consider when designing a system. Furthermore, the threat model can be used to assess the probability, severity, and reasoning of certain attacks and allow for designers to implement proper controls for mitigation purposes. The development of a threat model includes listing the security assumptions, threat agents, motivations, threats, vulnerabilities, controls, and assets in the system of interest. Figure 2 - A Generic Threat Model shows the interaction of some of these functions.
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Figure 2 - A Generic Threat Model
2.4.2 

Threats and Threat Agents
Threat agents are characterizations of entities that may have the motivation, opportunities, or means for compromising an advanced metering system. Threat agents are used to represent individuals or groups that can manifest a threat [OWASP]. These agents may be classified using four criteria:

· Objectives – The end-goal(s) of the threat agent.

· Access – The ability of the attacker to gain physical or logical proximity to the system, as well as any inherent trust assumptions.
· Resources – The financial, temporal, or manpower assets available to the threat agent.
· Expertise – The threat agent’s understanding or expertise in the advanced metering infrastructure system, the electric power system, and/or the network technologies deployed by such systems.
· Risk Aversion Profile – The threat agent’s tolerance for consequences that differ from the general population (e.g.: arrest, publicity, safety, etc…).
The following table gives examples of some possible threat agents [OWASP]:
	Threat Agents

	Non-Target Specific
	Non-Target specific Threat Agents are Computer Viruses, Worms, Trojan Horses and Logic Bombs.

	Employees
	Staff, Contractors, Operational and Maintenance Staff, Security Guard who are annoyed with the company.

	Organized Crime and Criminals
	Criminals target information that is of value to them, such as bank accounts, credit cards or intellectual property that can be converted into money. Criminals will often make use of insiders to help them.

	Corporations
	Companies engaged in offensive Information Warfare. Partners and Competitors come under this category.

	Human Unintentional
	Accidents, Carelessness

	Human Intentional
	Insider, Outsider

	Natural
	Flood, Fire, Lightning, Meteor, Earthquakes


Additionally, other non-deliberate threat agents are possible including natural disasters, environmental and mechanical failure, as well as inadvertent actions of an authorized user may be considered 
[NIST80082]. This study will not consider these from an information systems security viewpoint, but should be examined in the disaster recovery and business continuity planning. 
Threats are the means through which the ability or intent of a threat agent to adversely affect the goals and objectives of the advanced metering infrastructure system can be carried out [SHIREY00]. Threats are different from threat agents in that they do not necessarily imply intent. Possible threats include:

· Brute Force - Performing an exhaustive search of all possible values for a security credential or attribute (e.g. key, password or passphrase) 

· Bypass - Bypassing system security functions and mechanisms.

· Destruction - Causing the destruction of system data, business data or configuration information. 

· Disclosure - Losing data confidentiality.

· Denial of Service - Overloading the network and/or system resources. 

· Hijack - Commandeering
 one-side of an existing authenticated connection.

· Malware - Deploying malicious software developed for the purposes of doing harm to a computer system or network (e.g. viruses, Trojan horses, backdoors, etc).

· Man In the Middle - Inserting undetected between two connections, where the attacker can read, insert and modify messages at will.

· Physical - Causing physical damage to or destruction of an asset.

· Privilege Escalation - Causing an unauthorized elevation of privilege. 

· Replay – Creating an unauthorized replay of captured traffic. 

· Repudiate - Refuting an action or association with an action.

· Sniff - Performing unauthorized traffic analysis.

· Social Engineering - Manipulating knowledgeable entities to gain privileged information or access.

· Spoof - Impersonating an authorized user or asset.

· Tamper - Modifying, in an unauthorized manner, system data, business data or configuration information.
Three steps to analyzing threats are: 

Step 1 - determine threat-sources.
Step 2 - determine if threat sources have motivation, resources, and capabilities to carry out a successful attack.

Step 3 - apply a qualitative value to a successful attack (results of Step 2) taking into account likelihood of occurrence and impact per occurrence.
2.4.3 Threat Agent: Motive
Motivation can be defined as an attacker’s purpose or intent to cause a desired effect on the advanced metering system. There are a variety of attacker ‘attitudes’ that impact individual motives, and thus vary the risk to the advanced metering system. The lack of motive reduces the likelihood that an attack will be executed. Possible motivations include:

1. Profit

a. Avoid Billing

b. Derive Revenue

c. Directly Profit

i. Resell AMI Hosted BotNet

d. Manipulate the Energy Market

e. Manipulate Unrelated Market

f. Manipulate the Economy

2. Revenge

a. Defame Individual

b. Degrade Revenue

c. Degrade Corporate Image

d. Degrade Service Delivery

e. Degrade Infrastructure

f. Extortion

g. Degrade Billing Integrity

3. Privacy / Secrecy

a. Maintain Confidentiality

b. Become Anonymous

c. Mask Behavior

d. Spoof Behavior

e. Become Unobservable 

f. Deter Meter Deploy

g. Delay Meter Deploy

4. War

a. Degrade Infrastructure

b. Degrade Dependent Infrastructure

c. Degrade Service Delivery

d. Degrade Economy

5. Ego

a. Achieve Bragging Rights

b. Prove Something

c. Publish

6. Spying

a. Degrade Confidentiality

b. Reconnaissance

i. Capability Assessment

ii. Economic

iii. Technological

c. Determine Operational Advantage

d. Determine Market Advantage

7. Curiosity

a. Explore

b. Understand

8. Civil Disobedience

a. Degrade Infrastructure

b. Vandalism

9. Activism

a. Exploit

i. Manipulate Attention to Specific Issue

ii. Manipulate Attention to Broad Issue

iii. Manipulate Attention to Unrelated Issue

b. Degrade Service Delivery

c. Vandalism





2.4.4 Threat Agent: Means (Capability)

A threat agent must possess the means or capability in order to carry out a successful attack.  Several factors should be considered in evaluating threat agent capabilities from attack cost to special skills required.
Attack cost – involves the resources necessary in order to perform a successful attack including money, time and people. A government or activist group would likely have more resources than an individual by comparison.
Complexity of attack – it is desirable to make complexity high in order for a threat agent to compromise a system. Complexity is gained through adding controls and performing defense in-depth practices. Complexity for an attacker means they will have to be knowledgeable in several areas of the system, possibly need more time to execute, and require more cost. On the other hand if a system is easy to attack, likelyhood is that it will be attacked. 
Exploit availability – availability of known exploits to platforms increases the likelyhood that it will be used in order to degrade the system.
Time factors of attack – time plays a role in when a system may be vulnerable to attack. For example, banks usually get robbed during the day when they are open for business, but not after hours when the vaults are sealed and no one is around to open them.
Special skills required to carry out the attack – involve special knowledge and ability in order to compromise a system. An example may be that the attacker would have to understand how to use special equipment to intercept signals and then write special programming in order to infiltrate the system. 
2.4.5 Threat Agent: Opportunity

AMI security should be configured and implemented in such a way as to diminish opportunity for threat agents to conduct an attact. 
Access requirements:
Physical Proximity Required – the likelihood of an attack increases considerably the closer a threat agent is to an asset; conversely, the further a threat agent is from an asset the less likely a compromise in security will occur. An example of proximity 
Trust requirements – a threat agent (human or another system) may require some level of trust to be granted in order for the opportunity to exploit a vulnerability.
Circumstantial requirements – Some vulnerabilities may be exploited only if the proper conditions exist.
Current Treatment of Vulnerability – the current treatment of a vulnerability can expose an opportunity of attack.
2.5 Vulnerability
Vulnerabilities are weaknesses in the AMI system assets which increase asset exposure to attacks. Vulnerabilities stem from requirements, design, or implementation defects in the AMI system. Many general application vulnerabilities are available at the [OWASP] site.
· 3rd Party Network - Unauthorized access to the advanced metering system via a 3rd party network
.

· Abuse
 – misuse by a valid user
· API Abuse - The most common forms of API abuse are caused by the returner failing to honor its end of this contract, returning erroneous data.

· Authentication - Weakness in the authentication mechanisms.

· Coarse Access Control - Access controls that do not allow for proper separation of duties or desired granularity.

· Code Permission - Software that requires unnecessarily elevated privileges for normal operation.

· Code Quality - Poor code quality that leads to unpredictable behavior, poor usability, and low assurance.
· Cryptographic Vulnerability – insecure, incorrect, or improperly implemented algorithms
· Dangerous API - Use of an Application Programming Interface that has known vulnerabilities, is no longer supported, or does not meet system requirements.

· Enforcement – lack of policy enforcement / assurance
· Error Handling - Improper error handling that can or does cause unintended or unpredictable behavior.
· Fail-Open: Systems should fail only into secured states (fail-secure), and never fail-open.
· Input Validation - Input that is not validated for proper formatting and content. 

· Logging and Auditing - Poor or inadequate recording, retention, and handling of events of interest.
· Misconfiguration – gap between having security features and using them properly / effectively

· Protocol - Use of unknown/unproven protocols or protocols with known weaknesses inappropriate for system design.

· Sensitive - Inadequate protection of data value in transit, storage, and processing.
· Seperation of Privileges – Failure to use privilege seperation
· Services - Unnecessary services enabled on system components.
· Synchronization and Timing – improper design leads to weakness in synchronization and timing subsystems. E.g. clock manipulation
· 
· Session Management - Inadequate session identifiers, often leading to replay attacks
. 
· 
2.6 Risk Determination
System stakeholders are highly concerned with denying or handling consequence of specific attacks on system assets. To understand the risk associated with a given concern, various factors may be taken into consideration including monetary value. The likelihood and consequence of attack to the asset stakeholder should be the primary concerns to the system builder. At high levels, these factors are easily and effectively described through subjective ranking factors and are easily derived from asset protection and classification requirements. 
We provide a first rough qualitative assessment of risk due to attack or perceived vulnerability by assessing summary attack likelihood and attack consequences. Additional considerations or tables may be made to derive summary likelihood or consequence; however, in the risk assessment, the summary rating of a threat event against a specific asset is used. 
Likelihood is summarized on a subjective scale from A to E with A being the most certain and E being rare. Consequence is summarized on a subjective scale from 1 to 5 with 1 being negligible consequence and 5 being severe consequence. Certain combinations of likelihood and consequence result in a subjective risk rating selected from low (L), medium (M), High (H), and extreme (E). A policy is first deployed for interpreting the component subjective values and subsequent assignment of risk ratings to various likelihood/consequence combinations. See Table 1 for an example subjective rating interpretation policy. See Table 2 for an example risk assignment policy.  It is expected that specific risk ratings generate minimal due-diligence requirements for management of controls against the threat and threat sources.

2.6.1 AMI-SEC Likelihood Interpretation Policy
Likelihood is determined qualitatively by determining the threat agent’s means, motive, and opportunism. This matrix below shows an example of a possible means for determining a likelihood interpretation policy. Note that if any one component of motive, means or opportunity does not exist then likelihood is negligible. Controls are the mechanisms developed to mitigate risks. Removing motive, means or opportunity from a threat agent during the control development process significantly reduces the likelihood of of a successful attack occureing.
	Motive
	Means
	Opportunity
	Likelihood

	Low
	Low
	Low
	Rare

	Low
	Low
	High
	Possible

	Low
	High
	Low
	Possible

	Low
	High
	High
	Likely

	High
	Low
	Low
	Possible

	High
	Low
	High
	Likely

	High
	High
	Low
	Likely

	High
	High
	High
	Almost Certain


2.6.2 AMI-SEC Consequence Interpretation Policy

2.6.3 Consequences can also be interpreted quailitatively as a measure of impact that a successful attack would produce. We have given a rating example of 1 to 5 where (1) equals negligable impact on the low end to (5) sever consequence of impact on the high end. Refer to Table 3 – Qualitative Risk Assessment Interpretation. The rating is based against impact to accomplishing organizational goals and objectives. 
2.6.4 AMI-SEC Risk Interpretation Policy

2.6.5 In a qualitative analysis interpretation of risk for our purposes will be calculated by scoring consequence against likelihood. As shown in Table 4, Risk is scored from (L) Low Risk to (E) Extreme Risk. Risk levels are assigned to security assets within the AMI domain. The body of the matrix may be adjusted to an organizaion’s specific exposure to risk. In general low risk assets map to the lower left corner where likelihood is low and consequence to impact of an attack is negligible; and extreme risk assets map to the upper right of the matrix where likelihood of a successful attack is high and the resulting consequence is a sever impact on performing organizational functions to reach goals and objectives.
Table 3 – Example: Qualitative Risk Assessment Interpretation

[image: image3.emf]1 Negligible - no impact/consequence

2 Minor - would threaten an element of the function

3 Moderate - necessitating significant adjustment to overall function

4 Major - would threaten functional goals / objectives

5 Sever - would stop achievement of functional goals / objectives

A  Almost Certain - expected in most circumstances

B  Likely - will probably occur in most circumstances

C  Possible - could occur at some time

D  Unlikely - not expected to occur

E  Rare - exceptional circumstances only

Consequence

Likelihood


Table 4 - Example Risk Rating Policy
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Consequences

Extreme Risk: Immediate action required to mitigate the risk or decide not to proceed

High Risk: Action should be taken to compensate for the risk

Moderate Risk: Action should be taken to monitor the risk

Low Risk: Routine acceptance of the Risk

Likelihood

A (Almost certain)

B (Likely)

C (Possible)

D (Unlikely)

E (Rare)


3 Risk Assessment
3.1 Introduction

Neither the clients nor providers of AMI can afford to have it fail or become compromised. The concern of loss or degredation of AMI drives the need for the risk assessment process. Stakeholders in AMI do not want to become the authors of a Greek tragedy; to find that in their effort to provide better service gives an enemy a new platform to which they can wage attacks. As mentioned earlier, a risk assessment serves as a tool to help stakeholders identify the risk value in order to make effective decisions about how to mitigate risk concerns.

3.2 A risk assessment is the first step in the risk management process and should be an iterative process. The need to revisit the risk assessment process is made necessary by the emergence of new technologies, availability of new exploits, and new threats arise as time progresses.
3.3 Vulnerabilities

3.4 The initial phase of categorizing vulnerabilities for assets is generic. The goal is to relate vulnerabilities to AMI Security Domains through assets. The goal is to group theats by known categories and then apply them to assets during the asset definition phase. One or more vulnerabilities will map to a single asset (refer to Figure 1 - Risk Assessment Element Mapping). Appendix B3 catalogs threats by category and provides a detailed decription of each.
3.5 Assets

Assets are the items of protection, the target of threats, the possessors of exposures, and the beneficiaries of controls [JAQUITH07]. System assets can be defined as any software, hardware, data, administrative, physical, communications, or personnel resource within an information system [CNSS4009]. Similarly, it is possible to define assets as information, resources, or services. For the purposes of AMI, assets are considered as business services that provide value streams for the organization. To accomplish this we aggregate the components required to provide a service and arrive at an abstract value stream. The value streams are what the organization wishes to protect at a context level risk assessment.
1. Information Assets
a. Audit Data

b. Information Object
c. Policy
d. Other Configuration Information
e. Locally Protected Information
f. Traffic Flow

2. Resource Assets
a. AMI Virtual Network
b. AMI components
i. Software
ii. AMI applications
iii. Operating System
iv. Hardware
c. Tokens

3. Service Assets
a. Order Key Service
b. Deliver Key Service
c. Track and Control Keys Service
d. 
Membership Management Service
e. Initialization Service
f. Software Download Service
g. Configured Cryptographic Element Interface Service

h. Policy Imposition Service
i. Trust Anchor Service
j. Network Infrastructure Services
k. Primary Security Services

i. Access Control Services

ii. Integrity Services

iii. Confidentiality Services

iv. Accountability Services

v. Identification, Authentication, and Authorization Services

vi. Availability Services

vii. Audit Services
l. System Enrollment Services
It is important to note that each of the above assets include user data and the protection mechanisms.

3.6 Attacks
An attack is an attempt to gain unauthorized access to an information system’s services, resources, or information, or the attempt to compromise an information system’s integrity, availability or confidentiality. An attack implies intent due to the definition as an attempt. However, not all attempts are malicious.

Attacks upon the security functions themselves are called direct attacks. All assets are subject to this type of attack. Most malicious direct attacks (other than denial of service attacks) target authentication and access control mechanisms first, since defeating those mechanisms may yield additional system privileges and may provide a platform from which to launch additional attacks.

Attacks upon external entities that occur over advanced metering interfaces are called forwarded attacks. For example, an external entity floods the advanced metering network with more traffic than was allocated to the particular component—this may result in a denial of service on the network.

A third type of attack is a system attack. This sort of attack happens when the system 
itself, without prompting from an external user, attacks internal or external assets. This would usually occur only in the case of a malicious developer or serious hardware/software failure.

Adding security controls to an advanced metering system does not mean that the system will not be attacked, nor does it mean that the system will be impossible to compromise. An adversary with the necessary time, funding, and expertise can often compromise the most secure system. 
3.7 Scenarios and Prioritization

Developing a set of attack scenarios allows for efficient application of security controls to help mitigate the defined attack vectors. The sole purpose of these controls is to reduce both the likelihood, and the impact of a successful attack. The likelihood of an attack refers the probability that this attack vector would be used. The impact of an attack refers the financial, reputation, or other business impact a successful penetration would have.

It is often beneficial to qualitatively sort possible attacks in terms of risk using both the likelihood and severity of the attack. 
Each threat is given a severity, which is one of the following: Low, Medium, or High. The severity indicates the level of harm to the system if this threat were to succeed. A Low severity should result in no disclosure of information but, for example, might create an improperly or inconveniently configured system. A potential disclosure of information is an example of a Medium threat to the system security. A potential continuing disclosure of information is an example of a High threat.
Each threat is also given a likelihood, which is one of the following: Unusual, Unlikely, or Likely. In the case of a non-malicious threat, the likelihood is purely a probability of the threat occurring. In the case of malicious threats, the likelihood includes motivation to attack this way, whether the attack is coming from a user that some trust is placed in, and the gain from a successful attack. For malicious attacks, likelihood is less related to probability directly, since an attacker will attack a system at its weak point. Note that the likelihood is assigned before any protections are put in place. So, a threat of enrolling a user through unauthorized mechanisms is a Likely threat, simply because an attacker would be highly motivated to do it. In neither case does the likelihood include any mitigation factors implemented by the system or the environment. An unusual likelihood has an extremely low probability of occurrence. Unlikely threats have a low probability of occurrence. Likely threats are expected to be encountered and therefore require the strongest mitigation based on severity.

Some threats have a narrower focus than other threats. These threats were made specific because they have important implications in the system. The top threats were realized by combining threat components with assets to create threat statements. The following list of threat statements should be considered most apropos:


The following attacks are considered HIGH risk with a HIGH severity if realized and a LIKELY degree of likelihood:

· A threat agent may attempt to shut off large population of meters.

· A threat agent may hijack or spoof one or more trusted systems.
· A threat agent may craft a denial of service attacks at the utility back-office.

The following attacks are considered MEDIUM risk with a HIGH severity if realized and an UNLIKELY degree of likelihood:

· A threat agent may try to obtain key material from the system
.
· A threat agent may craft a denial of service attacks to a large population of meters.

The following attacks are considered MEDIUM risk with a MEDIUM severity if realized and a LIKELY degree of likelihood:
· A threat agent may try to obtain key material from a meter
.
· A threat agent may attack the system using test development software or other field tools typically used by technicians or manufacturers.

· A threat agent may try to spoof the meter using stolen key material or as a man in the middle attack.

The following attacks are considered LOW risk:

· A threat agent may try to sniff messages in order to maliciously control or alter functionality.
· A threat agent may try to tamper with application protocols to maliciously control or alter functionality.
· A threat agent may try to physically modify a meter to steal power.

4 
Conclusion
Advanced Metering Infrastructure systems offer a tremendous amount of potential, yet it introduces the requirements for industry proven, strong, robust, scalable, and open standards-based security. The goal of this working group is to define an exhaustive list of the potential security threats to the systems, and to perform detailed analysis of each threat to determine the threat levels and risks that it presents. The goal through this discovery process is to deliver information necessary to implement proper controls that will mitigate the security concerns surrounding AMI. The AMI-SEC team’s desire is that utilities find these tools and processes useful in the rigourous process of incorporating security to this developing field.
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APPENDIX A: aSSET iDENTIFICATION sUPPORT

A.1 Summary
The spreadsheet associated with System Asset Identification is embedded below, or available at the following location: <INSERT ALTERNATE LOCATION>
The spreadsheet contains several tabs covering the following areas:

· System Asset Identification

· System Interfaces

· System Messages

· System Logical Architecture
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APPENDIX B: Threat Model Support

B.1 Summary

The Common Criteria 
considers both threats and the technical remedies needed to counter those threats doing so in a more formal language. The following is an extended set of common criteria threat material for inclusion into an advanced metering system level protection profile.

Advanced Metering Infrastructure (AMI) is another name for an advanced metering system. It refers to any system that measures, collects, and/or analyzes resource consumption from advanced devices such as electricity meters, gas meters, and/or water meters.

An entity is defined as a device (e.g., meter, relay, switch, router, collector), system (e.g., metering system, load control system), person (e.g., utility employee, customer), or a self-contained piece of data that can be referenced as a unit within the Advanced Metering Infrastructure system.

Threats to the Advanced Metering Infrastructure system are listed below by category:

The spreadsheet associated with this section is embedded below, or available at the following location: <INSERT ALTERNATE LOCATION>
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B.2 Assumptions

Assumptions are items that the security functions of the AMI system itself cannot implement or enforce. Assumptions do not specify functional requirements on the environment; that is done with a threat or policy statement.

Assumption Table 1 describes relevant assumptions, which may contribute to satisfying portions of the identified policies and will modify the impact of these policies on identified security objectives.

Assumption Table 1
	

	Assumption Name
	Description

	A.Admin_Available 
	At least one Security Administrator is available at all times to respond to TOE security incidents, alerts, and alarms. 

	A.Audit_Analysis


	Mechanisms exist outside the TOE but within the TSE to perform sophisticated audit analysis (e.g., audit reduction and trend analysis) to augment TOE capability. 

	A.Back_Up 


	Backups of TOE files and configuration parameters are performed as required in accordance with site security policy. They are sufficient to restore TOE operation in the event of a failure or security compromise. 

	A.Clearance 


	All authorized users and administrators with access to the TOE will be authorized by their government to have access to, and the need-to-know, specified categories of TOE information.

	A.Comms_Available 


	Communication capability with adequate service levels exists between TOE physical environments and is not part of the TOE.

	A.Environment
	This Problem Profile addresses the security environment of the TOE but specifically excludes the definition of the physical environmental tolerances (temperature, shock, vibration, etc.)

	A.External_Networks
	External networks that interface with the TOE are single-level attributed networks.

	A.KeyMat_Source
	Key material for the TOE will be supplied from external sources.

	A.KeyMat_Source_Trust
	The source of key material, after authentication, will be trusted.

	A.Backhaul_Network_Errors
	The Backhaul Network will report error indications to the TOE.

	A.Personnel_Untrusted
	Users (operational and management, local and remote) are not trusted to operate within their allocated authority.

	A.Physical_Protection
	The environment is capable of physically protecting the TOE by signaling the occurrence of fire, flood, power loss, and environmental control failures that might adversely affect TOE operations. 

	A.Partial_Physical_Security 


	Some TOE components are located within controlled access areas that provide protection against unauthorized physical access and tampering by unauthorized agents. 

	A.Policy_MoA 


	The U.S. negotiates multinational information sharing policy with the partner nations and all member nations enforce it. 

	A.Printer_Security
	The printer outputs of TOE components are protected from observation by unauthorized personnel.

	A.TOE_Design 


	The TOE is designed, manufactured, installed, and configured in accordance with its evaluated configuration and conforms to applicable security policies. 

	A.TOE_Maintenance 


	The TOE will be maintained by the System Administrator or by designated maintenance personnel who have been properly cleared and trained, and who perform under the supervision of the System Administrator. 

	A.TOE_Operation
	The TOE is operated, maintained, and managed in accordance with its accredited configuration and conforms to applicable security policies. 

	A.TOE_User


	TOE users will be either U.S. or coalition nation personnel who have been specifically authorized to participate in the operation or mission. 

	A.Trained 


	All users, administrators, and maintainers are appropriately trained. 

	A.Trusted_Source
	A trusted source for key material, policy and software exists external to the TOE.

	A.Visual_Security
	The visible outputs of TOE components are protected from observation by unauthorized persons.

	


B.3 Threat Descriptions

B.3.1 Administrative Threats

Administrative threats are those threats that are caused by malicious or negligent administrators. These threats are listed below in Table 1.

Table 1. Administrative Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Admin.Cred.1
	
	
	An entity gives access to information assets to inappropriate users 

	T.Admin.Cred.2
	
	
	An AMI entity with proper access gives access to resource assets to inappropriate users 

	T.Admin.Cred.3
	
	
	An AMI entity with proper access gives access to service assets to inappropriate users 

	T.Admin.Enroll.1
	
	
	An AMI entity with proper access enrolls a user with inappropriate levels of access control. .

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	T.Admin.Lockout.1
	
	
	An entity uses the Lockout service asset in an unauthorized manner to lock out a user.

	T.Admin.Lockout.2
	
	
	An entity uses the Lockout service asset in an unauthorized manner to unlock a locked out a user.

	
	
	
	

	
	
	
	

	
	
	
	

	T.Admin.Policy.4
	
	
	An entity gains unintentional access to objects in another system due to information sharing between the two information systems.


	T.Admin.Policy.5
	
	
	An AMI entity with access creates a large policy causing an exhaustion of storage space.

	
	
	
	

	T.Admin.Policy.7
	
	
	An AMI entity without proper access exploits policy flaws to gain improper (unintended) access to assets.

	
	
	
	

	T.Admin.Policy.9
	
	
	An AMI entity with access enters/modifies AMI policy incorrectly, due to a lack of understanding of the policy system.

	T.Admin.Policy.10
	
	
	An AMI entity with access enters/modifies AMI policy incorrectly, due to a lack of understanding of the current policy.

	T.Admin.Policy.11
	
	
	An AMI entity with access enters/modifies AMI policy maliciously to cause information disclosure or loss. 

	T.Admin.Policy.12
	
	
	An AMI entity with access enters inconsistent AMI policy.

	T.Admin.Policy.13
	
	
	An AMI entity with access imports a malicious AMI organizational policy.

	T.Admin.Policy.14
	
	
	A policy authority provides a malicious AMI organizational policy.


	
	
	
	

	
	
	
	

	T.Admin.Policy.17
	
	
	Required organizational policies are inconsistent resulting in denial of service.

	
	
	
	

	
	
	
	

	


B.3.2 Audit Threats

Audit threats are those threats that involve the AMI audit logs. The specific threats are listed below in Table 2.

Table 2. Audit Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Audit.1
	Medium
	Likely
	An entity creates a large number of auditable events in order to cause the AMI audit logs to run out of resource space.

	T.Audit.2
	Medium
	Likely
	An AMI entity with proper access to the audit logs fails to clear enough space for the logs, causing the AMI audit logs to run out of resource space.

	T.Audit.3
	Medium
	Likely
	An entity causes the AMI auditing function to fail, allowing an entity to perform non-recorded auditable actions.

	T.Audit.4
	High
	Likely
	An entity reads AMI audit logs when it does not have authorization to read any audit logs.

	T.Audit.5
	Medium
	Likely
	An entity reads AMI audit logs with a security attribute it does not possess.

	T.Audit.6
	High
	Likely
	An entity modifies AMI audit logs to hide other actions.

	T.Audit.7
	High
	Likely
	An entity deletes AMI audit logs it does not have authorization to delete.

	T.Audit.8
	Low
	Likely
	An AMI entity with proper access misinterprets audit data, and thus cannot detect inappropriate actions of other principals.

	T.Audit.9
	Low
	Likely
	An AMI entity with proper access cannot find the desired audit data within the AMI audit logs, and thus cannot detect inappropriate actions of other principals.

	T.Audit.10
	Medium
	Unlikely
	An AMI entity with proper access is not provided enough information by the AMI audit logs to detect inappropriate actions of other principals.

	T.Audit.11
	Medium
	Unlikely
	An AMI entity with proper access is not provided enough information by the AMI audit logs to identify principals who take inappropriate actions.

	


B.3.3  Crypto Threats

Crypto threats are those threats that directly involve the cryptography of the system. These threats include brute force attacks, mathematical attacks, etc. The specific threats are listed below in Table 3.

Table 3. Crypto Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Crypto.Break.1
	High
	Unusual
	An entity breaks the cryptographic mechanisms that protect assets through mathematical means.

	T.Crypto.Break.2
	High
	Unusual
	An entity breaks the cryptographic mechanisms that protect assets through brute force computational means.

	T.Crypto.Invalid_Keys.1
	Medium
	Unusual
	An AMI entity with access uses invalid cryptographic keys causing the system to enter a non-operational state.

	T.Crypto.Invalid_Keys.2
	High
	Unusual
	An AMI entity with access uses invalid cryptographic keys causing the system to enter an insecure state.

	T.Crypto.Weak_Keys.1
	High
	Unlikely
	An entity breaks the cryptographic mechanisms that protect assets because of the use of weak keys.

	


B.3.4 Download Threats

Download threats are those threats that directly involve the download source interface. The specific threats are listed below in Table 4.

Table 4. Download Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Download.1
	Medium
	Unusual
	An entity performs a denial of service attack that prevents the Download service asset from being able to download. This may lead to failure of a critical upgrade and continued exploitation of a weakness.

	T.Download.2
	High
	Unusual
	An AMI entity with access to the Software Download service asset provides faulty software/configuration information to the AMI component resource asset.

	T.Download.3
	Low
	Likely
	An AMI entity with proper access to the Download service asset loads software/configuration into an AMI component resource asset out of sequence.

	T.Download.4
	Low
	Likely
	An AMI entity with access to the Download Software service asset loads software/configuration into the wrong AMI component resource asset.

	T.Download.5
	Medium
	Unusual
	A non-AMI entity without access to the Download Software service asset replays download messages to cause a denial of service.

	


B.3.5  Eavesdropping Threats

Eavesdropping threats are those threats that involve network or communication eavesdropping. The specific threats are listed below in Table 5
Table 5. Eavesdropping Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Eavesdrop.Apps.1
	Medium
	Unlikely
	An entity eavesdrops on the Applications Interface (e.g. via logger process) in an attempt to read policy, information content, or information attributes information assets.

	T.Eavesdrop.Comm.1
	Medium
	Likely
	An entity eavesdrops on the Backhaul network in an attempt to read an information asset (e.g., in order to receive covert channel communications or perform traffic analysis).

	T.Eavesdrop.Comm.2
	Medium
	Likely
	An AMI entity eavesdrops on the AMI Virtual Network in an attempt to read an information asset (e.g., in order to receive covert channel communications or perform traffic analysis).

	T.Eavesdrop.Comm.3
	Low
	Likely
	An entity eavesdrops on the Policy Authority Interface in an attempt to read a policy, policy mechanism, or traffic flow information asset. 

	T.Eavesdrop.Comm.4
	Medium
	Likely
	An entity eavesdrops on the AMI Systems Interface in an attempt to read information content, information attributes, policy, policy mechanism, or traffic flow information assets. 

	T.Eavesdrop.Comm.5
	Medium
	Likely
	An entity eavesdrops on the non-AMI Systems Interface in an attempt to read information content, information attributes, or traffic flow information assets. 

	T.Eavesdrop.Comm.6
	Low
	Unlikely
	An entity eavesdrops on the Download Source Interface in an attempt to diagnose AMI configuration and derive attacks on other AMI systems that weren’t upgraded yet.

	T.Eavesdrop.Comm.7
	High
	Likely
	An entity eavesdrops on the Key Management Systems Interface in an attempt to read policy, policy mechanisms, or traffic flow information assets.

	T.Eavesdrop.HMI.1
	Medium
	Likely
	An entity eavesdrops on the Users Interface (e.g. via a camera or a tap in the monitor cable) in an attempt to read policy, information content, or information attributes information assets.

	T.Eavesdrop.HMI.2
	Medium
	Likely
	A valid AMI user leaves the workstation unattended, does not logout, and leaves the AMI Token in the workstation. An entity sits at the unattended workstation and improperly accesses information assets.

	T.Eavesdrop.HMI.3
	Low
	Unlikely
	An entity sits at the unattended, inactive workstation, and attempts to access information assets.

	T.Eavesdrop.HMI.4
	Medium
	Likely
	An entity eavesdrops on the Users Interface because an authorized user viewed information assets in an unauthorized area.

	


B.3.6 Flawed Implementation Threats

Flawed implementation threats are those threats that arise due to an incorrect or insecure implementation of AMI. Specific threats are listed below in Table 6.

Table 6. Flawed Implementation Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Flawed_Imp.Backdoor.1
	High
	Unusual
	An entity gains improper access to assets via a backdoor mechanism.

	T.Flawed_Imp.Developer.1
	Medium
	Likely
	An entity exploits flaws in the AMI component [software, hardware] resource assets to gain improper access to assets. 

	T.Flawed_Imp.Developer.2
	Medium
	Likely
	An entity exploits flaws in the AMI component [software, hardware] resource assets to perform a denial of service attack.

	T.Flawed_Imp.Developer.3
	Medium
	Likely
	An entity exploits flaws in the AMI component [software, hardware] resource assets to exfiltrate an information asset.

	


B.3.7 Identification & Authentication Threats

I&A threats are those threats that involve the user identification and authentication process. The specific threats are listed below in Table 7.

Table 7. I&A Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Ident_Auth.1
	High
	Likely
	An entity discovers user authentication information from a AMI component resource asset.

	T.Ident_Auth.2
	High
	Likely
	An entity discovers user authentication information by external methods (i.e. human intelligence).

	T.Ident_Auth.3
	Low
	Likely
	An AMI entity forgets its passphrase.

	T.Ident_Auth.4
	High
	Likely
	An AMI entity attempts to crack I&A mechanisms through brute force methods (e.g., a password cracker).

	T.Ident_Auth.5
	High
	Likely
	An entity is able to guess a passphrase because the passphrase was too simple (e.g., too short, it is “password”, etc.)

	T.Ident_Auth.6
	High
	Unlikely
	An entity spoofs the I&A process to gain access to the user authentication information assets.

	T.Ident_Auth.7
	High
	Unlikely
	An entity has access to a user’s AMI Token, and attempts to login to a AMI Workstation.

	T.Ident_Auth.8
	High
	Unlikely
	An entity steals or borrows a valid user’s AMI Token, and duplicates it with the intent of using it for access by a different individual, or returning it modified to the original user.


B.3.8 Information System Threats

Information system threats are those threats that involve other information systems, whether those systems are other AMI System security domains or non-AMI systems. The specific threats are listed below in Table 8.

Table 8. Information System Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.InfoSys.1
	High
	Likely
	An entity installs a secret trapdoor into another information system so as to gain access to AMI.

	T.InfoSys.2
	Medium
	Likely
	An entity changes the dissemination of an object to which he had access after it has been moved to another information system.

	T.InfoSys.Filter.1
	Medium
	Likely
	A AMI entity with access makes use of an ineffective filter (e.g., dirty word filter) at the information system interface.

	T.InfoSys.Printer.1
	Medium
	Likely
	An entity waits for a AMI entity with access to an information asset to print that information asset to a printer the entity has access to, and gains access to the information asset via the printout.

	


B.3.9 Initialization Threats

Initialization threats are those threats that occur during initialization of AMI components and during distribution of AMI components. The specific threats are listed below in Table 9.

Table 9. Initialization Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Initialize.Configuration.1
	High
	Unusual
	A AMI entity with access to the Initialization service asset provides faulty configuration information to the AMI component resource asset.

	T.Initialize.Configuration.2
	High
	Unusual
	A AMI entity with access to the Initialization service asset provides faulty trust anchors to the AMI component resource asset.

	T.Initialize.Configuration.3
	High
	Unusual
	A AMI entity with access to the Initialization service asset provides faulty hardware as a AMI component resource asset.

	T.Initialize.Distribution.1
	High
	Likely
	An entity intercepts distribution of AMI components, and replaces AMI hardware with malicious hardware.

	T.Initialize.Distribution.2
	High
	Likely
	An entity intercepts distribution of AMI components, and replaces AMI software with malicious software.

	


B.3.10 Insider Threats

Insider threats are those threats that directly involve authorized users of the system operating maliciously or negligently. The specific threats are listed below in Table 10.

Table 10. Insider Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Insider.Aggregation.1
	Low
	Unusual
	An AMI entity with access browses files to collect information (aggregation attack).

	T.Insider.Confusion.1
	Medium
	Likely
	An AMI entity with access configures the system incorrectly because the system is too complex.

	T.Insider.Confusion.2
	Medium
	Likely
	An AMI entity with access performs some insecure actions because the system is too complex.

	T.Insider.Confusion.3
	Medium
	Likely
	A non-English speaking AMI entity performs insecure actions due to confusion about how to use the system securely.

	T.Insider.Misinfo.1
	High
	Unusual
	An AMI entity with access improperly enters, edits, or imports content resulting in misinformation.

	T.Insider.Mislabel.1
	Medium
	Likely
	An AMI entity with access creates, enters, edits, or imports content and labels it with incorrect security attributes resulting in unauthorized disclosure.

	T.Insider.Mislabel.2
	Medium
	Likely
	An entity enters, edits unauthorized values in the information attributes resulting in exfiltration of information assets.

	T.Insider.Misuse.Info.1
	Medium
	Likely
	An AMI entity with access to an information asset attempts to exfiltrate that information asset to a potential covert channel.

	T.Insider.Misuse.Info.2
	Medium
	Likely
	An AMI entity with access to an information asset prints that asset and discloses it to an inappropriate individual.

	T.Insider.Misuse.Res.1
	Low
	Unlikely
	An AMI entity with access to a resource asset attempts to access greater than its quota of that resource asset (e.g., bandwidth quota or data repository quota).


B.3.11 Key Management Threats

Key Management threats are those threats that involve the Key Management Systems with which AMI is interfacing. The specific threats are listed below in Table 11.

Table 11. Key Management Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.KeyMan.Deliver.1
	High
	Likely
	An AMI entity with proper access to the Deliver Keys service asset downloads duplicate keys with different attributes. This can lead to unauthorized access to assets.

	T.KeyMan.Deliver.2
	High
	Likely
	An AMI entity with proper access to the Deliver Keys service asset downloads weak keys that can be broken. This can lead to unauthorized access to assets.

	T.KeyMan.Deliver.3
	High
	Likely
	An AMI entity with proper access to the Deliver Keys service asset downloads keys with inappropriate attributes. This can lead to unauthorized access to assets.

	T.KeyMan.Deliver.4
	Medium
	Unlikely
	An entity performs a denial of service attack that prevents the Deliver Keys service asset from being able to deliver keys.

	T.KeyMan.Membership.1
	Medium
	Likely
	An AMI entity with access to the Membership Management service asset fails to report an individual whose keys should be revoked.

	T.KeyMan.Membership.2
	Low
	Unusual
	An AMI entity with access to the Membership Management service asset reports revocation of individual whose keys should not have been revoked.

	T.KeyMan.Membership.3
	Low
	Unusual
	An AMI entity with access to the Membership Management service asset delivers Membership Management information with inappropriate attributes for users.

	T.KeyMan.Obsolescence.1
	Medium
	Likely
	Key Management services evolve in ways that are not backwardly compatible with AMI (may be included in KMS).

	T.KeyMan.Order.1
	Medium
	Unusual
	An AMI entity with proper access to the Order Keys service asset annoys the Key Management Systems with nuisance orders causing the Key Management Systems to stop services to that AMI System security domain.

	T.KeyMan.Order.2
	Medium
	Unlikely
	An AMI entity with proper access to the Order Keys service asset orders the wrong keys from the Key Management System and causes a failure to share information.

	T.KeyMan.Order.3
	Medium
	Unlikely
	An entity performs a denial of service attack that prevents the Order Keys service asset from being able to order keys, creating an inability to access or verify information assets.

	T.KeyMan.TrackControl.1
	Low
	Unlikely
	An entity performs a denial of service attack that prevents the Tracking and Control service asset from being able to report the correct information. This may lead to incomplete analysis and may cause:

· Inappropriate compromise recovery actions

· Damage assessment errors

	


B.3.12 Malicious Code Threats

 Malicious code threats are those threats that involve malicious code execution or implantation. The specific threats are listed below in Table 12.

Table 12. Malicious Code Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Malicious_Code.App.1
	High
	Likely
	An entity implants malicious code in an application in order to modify the operating system, other applications, or data leading to disclosure of information assets, modification of information assets, denial of service, repudiation.

	T.Malicious_Code.App.2
	High
	Likely
	An entity implants malicious code in an application in order to modify the operating system, other applications, or data leading to exfiltration of information assets to potential covert channels.

	T.Malicious_Code.App.3
	High
	Unlikely
	An entity implants malicious code in an application in order to receive covert channel communication to direct the application to modify the operating system, other applications, or data. (See T.Malicious_Code.App.1 and T.Malicious_Code.App.2)

	T.Malicious_Code.App.4
	High
	Likely
	An entity implants malicious code in an application in order to attack external entities through a AMI interface.

	T.Malicious_Code.Info.1
	Medium
	Likely
	An entity implants malicious code in an information asset in order to gain access to an asset it is not authorized to access.

	T.Malicious_Code.Info.2
	Medium
	Likely
	An entity implants malicious code in an information asset in order to exfiltrate information assets to a potential covert channel.

	T.Malicious_Code.Info.3
	Medium
	Likely
	An entity implants malicious code in a AMI component information asset in order to modify information assets. 

	T.Malicious_Code.Info.4
	Low
	Unlikely
	An entity implants malicious code in a information asset in order to launch a denial of service attack.

	T.Malicious_Code.Info.5
	Medium
	Likely
	An entity causes a user to execute malicious code in a AMI component information asset in order to modify information assets. 

	T.Malicious_Code.Info.6
	Medium
	Likely
	An entity causes a user to execute malicious code in an information asset in order to gain access to an asset.

	T.Malicious_Code.Info.7
	Medium
	Likely
	An entity causes a user to execute malicious code in an information asset in order to exfiltrate information assets to a potential covert channel.

	T.Malicious_Code.Info.8
	Low
	Unlikely
	An entity causes a user to execute malicious code in an information asset in order to launch a denial of service attack.

	T.Malicious_Code.Proxy.1
	Medium
	Unlikely
	An entity implants malicious code in an AMI system security domain component to enable an authorized entity to act as a proxy for him.

	T.Malicious_Code.Res.1
	Medium
	Likely
	An entity implants malicious code in an AMI component resource asset in order to gain access to an asset.

	T.Malicious_Code.Res.2
	High
	Likely
	An entity implants malicious code in an AMI component resource asset in order to exfiltrate information assets to a potential covert channel.

	T.Malicious_Code.Res.3
	High
	Likely
	An entity implants malicious code in an AMI component resource asset in order to modify information assets. 

	T.Malicious_Code.Res.4
	Medium
	Unlikely
	An entity implants malicious code in an AMI component resource asset in order to launch a denial of service attack.

	T.Malicious_Code.Res.5
	Medium
	Likely
	An entity causes a user to execute malicious code in an AMI component resource asset in order to gain access to an asset it is not authorized to access.

	T.Malicious_Code.Res.6
	Medium
	Likely
	An entity causes a user to execute malicious code in an AMI component resource asset in order to exfiltrate information assets to a potential covert channel.

	T.Malicious_Code.Res.7
	Low
	Unlikely
	An entity causes a user to execute malicious code in an AMI component resource asset in order to launch a denial of service attack.

	


B.3.13 Network Threats

Network threats are those threats that directly involve the network in some manner other than eavesdropping (which is covered in the Eavesdropping Threats section). The specific threats are listed below in Table 13.

Table 13. Network Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Network.Denial.1
	High
	Likely
	An entity performs a denial of service attack on the Backhaul network (e.g. jamming, malicious code, distributed denial-of-service) resulting in a denial of service for assets.

	T.Network.Filter.1
	High
	Likely
	An entity uses IP-level access to a Backhaul network and uses the AMI system security domain network interface to gain IP-level access to another Backhaul network that the AMI system security domain is interfacing with. 

	T.Network.Modify.1
	High
	Likely
	An entity modifies data on the Backhaul network in an attempt to modify that information asset.

	T.Network.Modify.2
	High
	Likely
	An AMI entity without proper access to an information asset inserts data onto the AMI Virtual Network in an attempt to modify that information asset.

	T.Network.Replay.1
	Medium
	Likely
	An entity attempts to replay a previous AMI network message sent over the Backhaul network.

	T.Network.Replay.2
	Medium
	Likely
	An entity attempts to replay a previous AMI network message sent over the AMI Virtual Network.

	T.Network.Unauth.1
	High
	Likely
	An AMI entity with access adds unauthorized network interfaces to AMI system security domain.

	


B.3.14 Operational Denial of Service Threats

Operational denial of service threats are those threats that affect availability of the system and may be caused by operational users of the system. The specific threats are listed below in Table 14
Table 14. Operational Denial of Service Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Op.Denial.1
	Low
	Likely
	An entity enters access control attributes related to specific content resulting in denying access to consumers who should be authorized for that information object.

	T.Op.Denial.2
	Low
	Likely
	An entity enters improper value in the priority attribute related to specific content resulting in reduced distribution efficiency for that information object.

	T.Op.Denial.3
	High
	Likely
	An entity creates excessive volume of information objects resulting in resource exhaustion (e.g., storage space) resulting in a denial of service.

	T.Op.Denial.4
	Medium
	Likely
	An entity removes or changes endorsements on an information object in an unauthorized manner with the intent to stop the publication of the information object.

	T.Op.Denial.5
	High
	Unusual
	An entity creates excessive volume of endorsements resulting in resource exhaustion (e.g., storage space) resulting in a denial of service.

	T.Op.Denial.6
	High
	Unlikely
	An entity copies the information object to an excessive volume of ownership types resulting in resource exhaustion (e.g., storage space).

	T.Op.Denial.7
	High
	Unlikely
	An entity copies an excessive volume of the information object to the same ownership type resulting in resource exhaustion (e.g., storage space, processor resources [race condition]).

	T.Op.Denial.8
	Low
	Likely
	An entity enters (regrades to) incorrect values in the access control attributes that overly restrict access to the information content resulting in denial of service. Incorrect values could be as a result of:

· Negligence

· Hidden or malicious content

· Content different than what was displayed

	T.Op.Denial.9
	High
	Unlikely
	An entity publishes the information object to an excessive volume of ownership types resulting in resource exhaustion (e.g., storage space).

	T.Op.Denial.10
	High
	Unlikely
	An entity publishes an excessive volume of the information object to the same ownership type resulting in resource exhaustion (e.g., storage space, processor resources [race condition]).

	T.Op.Denial.11
	Medium
	Likely
	An entity deletes an object it is not authorized to delete resulting in denial of service.

	T.Op.Denial.12
	Low
	Likely
	An AMI entity deletes an object it is authorized to delete resulting in denial of service.

	T.Op.Denial.13
	Low
	Unlikely
	An AMI entity mounts an attack against AMI computing resources that results in task overloading.

	T.Op.Denial.14
	Medium
	Unlikely
	An entity prevents the decryption of information objects resulting in no information being displayed, resulting in denial of service.

	T.Op.Denial.15
	Medium
	Unusual
	An entity prevents display content from being displayed resulting in denial of service.

	T.Op.Denial.16
	Low
	Unusual
	An entity causes an authorized user to view an improper/incorrect AMI directory structure resulting in denial by failing to connect to the intended AMI directory.

	


B.3.15 Operational Disclosure Threats

Operational disclosure threats are those threats that affect confidentiality of the system and may be caused by operational users of the system. The specific threats are listed below in Table 15.

Table 15. Operational Disclosure Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Op.Disclosure.1
	Medium
	Likely
	An entity views an information asset it is not authorized to view.

	T.Op.Disclosure.2
	Medium
	Likely
	An entity enters, edits, or imports content with attributes it does not have access to resulting in unauthorized disclosure.

	T.Op.Disclosure.3
	Medium
	Likely
	An entity improperly copies to the wrong ownership resulting in disclosure to a different set of entities prior to obtaining authorization to disseminate.

	T.Op.Disclosure.4
	Medium
	Likely
	An entity regrades to incorrect values in the access control attributes resulting in the unauthorized access to the information content resulting in disclosure. Incorrect values could be as a result of:

· Negligence

· Hidden or malicious content

· Content different than what was displayed

	T.Op.Disclosure.5
	Medium
	Likely
	An entity improperly publishes a document resulting in disclosure or exfiltration of information assets.

	T.Op.Disclosure.6
	Medium
	Likely
	An AMI entity improperly publishes a document to the wrong location resulting in disclosure or exfiltration of information assets.

	T.Op.Disclosure.7
	Medium
	Likely
	An AMI entity fails to delete all copies of an information object resulting in disclosure of information that may have been distributed (e.g., after publishing a document with incorrect information, he tries to delete, but the genie is out of the bottle; or had a bad delete list; or user forgot to select all objects that he intended to delete).

	T.Op.Disclosure.8
	High
	Likely
	An entity collects (e.g., signals intelligence SIGINT) unprotected (plaintext) content and unprotected object attributes and endorsements resulting in unauthorized disclosure.

	T.Op.Disclosure.9
	Medium
	Likely
	An entity executes a view function (decryption) on an object they are not authorized to access resulting in unauthorized disclosure.

	T.Op.Disclosure.10
	High
	Likely
	An entity collects (e.g., signals intelligence SIGINT, human intelligence HUMINT) unprotected (plaintext) content and unprotected object attributes and endorsements resulting in unauthorized disclosure.

	T.Op.Disclosure.11
	Medium
	Likely
	An entity executes an export function on an information object they are not authorized to export resulting in unauthorized disclosure.

	T.Op.Disclosure.12
	Medium
	Likely
	An entity executes an export function on an information object they are authorized to export to the wrong non-AMI network resulting in unauthorized disclosure.

	T.Op.Disclosure.13
	High
	Likely
	An AMI entity with access in a remote information system attempts to access AMI information objects in an unauthorized manner.

	T.Op.Disclosure.14
	Low
	Unusual
	An entity views unauthorized AMI directory structure resulting in unauthorized disclosure. (e.g. an unauthorized user is presented unauthorized directory names)

	T.Op.Disclosure.15
	Medium
	Likely
	An entity views an information asset it is not authorized to view because an authorized user viewed the information on an unauthorized component.

	


5.1.1 Operational Integrity Threats

Operational integrity threats are those threats that affect integrity of the system or information in the system and may be caused by operational users of the system. The specific threats are listed below in Table 16.

Table 16. Operational Integrity Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Op.Integrity.1
	High
	Likely
	An entity modifies an information asset it is not authorized to modify. 

	T.Op.Integrity.2
	Medium
	Likely
	An entity modifies information content it is not authorized to modify (see T.Integrity.1).

	T.Op.Integrity.3
	High
	Likely
	An entity modifies access control attributes when it does not have regrade function access (see T.Integrity.1).

	T.Op.Integrity.4
	High
	Likely
	An entity modifies information attributes it is not authorized to modify (see T.Integrity.1).

	T.Op.Integrity.5
	High
	Likely
	An entity modifies policy it is not authorized to modify (see T.Integrity.1).

	T.Op.Integrity.6
	High
	Unusual
	An entity modifies display signals resulting in incorrect information being displayed.

	T.Op.Integrity.7
	High
	Likely
	An AMI entity with access in a remote information system attempts to modify AMI information objects in an unauthorized manner.

	T.Op.Integrity.8
	High
	Likely
	An entity modifies a AMI component software or operating system resource asset in an unauthorized manner.

	


B.3.16 Operational Non-Repudiation Threats

Operational non-repudiation threats are those threats that affect the ability to perform non-repudiation of information in the system and may be caused by operational users of the system. The specific threats are listed below in Table 17.

Table 17. Operational Non-Repudiation Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Op.Non-Repudiation.1
	Medium
	Likely
	An entity enters, edits unauthorized values in the information attributes resulting in false attribution of the content creator. 

	T.Op.Non-Repudiation.2
	Low
	Unlikely
	An entity improperly enters, edits unauthorized values in the information attributes resulting in false repudiation of the content endorser. (X deletes X or Y signatures)

	T.Op.Non-Repudiation.3
	Low
	Unlikely
	An entity enters, edits unauthorized values in the information attributes resulting in repudiation of the information object copier. (X says X did not do it)

	T.Op.Non-Repudiation.4
	Medium
	Likely
	An entity enters, edits unauthorized values in the information attributes resulting in false attribution of the information object copier. (X says Y did it)

	T.Op.Non-Repudiation.5
	Low
	Unlikely
	An entity enters, edits unauthorized values in the information attributes resulting in repudiation of the information object publisher. (X says X did not do it)

	T.Op.Non-Repudiation.6
	Low
	Unlikely
	An entity enters, edits unauthorized values in the information attributes resulting in false attribution of the information object publisher. (X says Y did it).

	T.Op.Non-Repudiation.7
	Medium
	Likely
	An entity improperly enters, edits unauthorized values in the information attributes resulting in false attribution of the content endorser. (X says Y signed it).

	


B.3.17 Physical Threats

Physical threats are those threats that directly involve the physical hardware/software of the system. The specific threats are listed below in Table 18.

Table 18. Physical Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Physical.Capture.1
	High
	Likely
	Without warning, an entity captures (e.g., with troops) a AMI System security domain in order to access assets.

	T.Physical.Capture.2
	High
	Likely
	With warning, an entity captures (e.g., with troops) a AMI System security domain in order to access assets.

	T.Physical.Denial.1
	Medium
	Likely
	An entity causes the physical to cease functioning (e.g., cables are cut, a router fails, a network component loses power) causing a denial of service.

	T.Physical.Destruction.IA.1
	Low
	Likely
	An entity destroys a AMI token resource asset. (see T.Physical.Destruction.Res.1 and T.Physical.Destruction.Res.2)

	T.Physical.Destruction.IA.2
	Low
	Likely
	An entity renders a AMI biometric source unusable (e.g., a body part is lost or damaged). 

	T.Physical.Destruction.Info.1
	Medium
	Unusual
	A natural disaster destroys the media that contains an information asset.

	T.Physical.Destruction.Info.2
	Medium
	Likely
	An entity destroys the media that contains an information asset.

	T.Physical.Destruction.Res.1
	Medium
	Likely
	A natural disaster destroys a resource asset.

	T.Physical.Destruction.Res.2
	Medium
	Likely
	An entity destroys a resource asset.

	T.Physical.Destruction.Serv.1
	Medium
	Likely
	A natural disaster renders a service asset physically inoperable.

	T.Physical.Destruction.Serv.2
	Medium
	Likely
	An entity renders a service asset physically inoperable.

	T.Physical.Destruction.Total.1
	High
	Unusual
	A natural disaster destroys a AMI System security domain.

	T.Physical.Destruction.Total.2
	High
	Likely
	An entity destroys a AMI System security domain.

	T.Physical.Extract.IA.1
	High
	Likely
	An entity gains physical access to an AMI token resource asset containing a user authentication information in order to extract that information via intrusive physical means. 

	T.Physical.Extract.IA.2
	High
	Likely
	An entity eavesdrops on compromising emanations from a AMI token resource asset to discover user authentication information.

	T.Physical.Extract.NonAMI.1
	High
	Likely
	An entity collects emanations from the unprotected side of the non-AMI interface to discover information assets.

	T.Physical.Extract.Res.1
	High
	Likely
	An entity gains physical access to an AMI component resource asset containing an information asset in order to extract that information asset via intrusive physical means. 

	T.Physical.Extract.Res.2
	High
	Likely
	An entity eavesdrops on compromising emanations from a AMI component resource asset to discover an information asset (e.g., to learn information content or perform traffic analysis).

	T.Physical.Extract.Res.3
	High
	Likely
	An entity eavesdrops on compromising emanations from a AMI component resource asset to receive covert channel communications.

	T.Physical.HWFailure.1
	Medium
	Likely
	An AMI component resource asset experiences a hardware failure that places AMI in a non-operational state.

	T.Physical.HWFailure.2
	Medium
	Likely
	An AMI component resource asset experiences a hardware failure that places AMI in an insecure state.

	T.Physical.HWFailure.3
	Medium
	Likely
	An AMI component resource asset experiences a hardware failure that alters an information asset.

	T.Physical.MechFailure.1
	Medium
	Likely
	An AMI component resource asset experiences a mechanical failure that places AMI in a non-operational state.

	T.Physical.Modification.Info.1
	Medium
	Unlikely
	An entity gains physical access to an AMI component resource asset containing an information asset in order to modify that information asset via physical means. 

	T.Physical.Modification.Input.1
	High
	Likely
	An entity installs a recording device into a user’s input device so as to gain the user’s access or discover information.

	T.Physical.Modification.Res.1
	High
	Likely
	An entity physically modifies a AMI component resource asset in order to gain access to an asset.

	T.Physical.Modification.Res.2
	High
	Likely
	An entity physically modifies a AMI component resource asset to exfiltrate information assets to a potential covert channel.

	T.Physical.Obsolete.1
	High
	Likely
	AMI component hardware resource assets become obsolete and are no longer in production.

	T.Physical.Obsolete.2
	High
	Likely
	AMI component software resource assets become obsolete and are no longer available, resulting in denial of service.

	T.Physical.ReverseEng.1
	Medium
	Likely
	An entity procures a piece of AMI hardware to perform reverse engineering so as to capture advanced technology.

	T.Physical.ReverseEng.2
	Medium
	Likely
	An entity procures a piece of AMI hardware to perform reverse engineering to exploit discovered flaws.

	T.Physical.ReverseEng.3
	Medium
	Likely
	An entity with physical access to AMI equipment at the remote AMI system reverse engineers the AMI equipment to improve that country’s technology.

	T.Physical.ReverseEng.4
	Medium
	Likely
	An entity with physical access to AMI equipment at the remote AMI system reverse engineers the AMI equipment to use it against us.

	T.Physical.SWFailure.1
	Medium
	Likely
	An AMI component resource asset experiences a software failure that places AMI in a non-operational state.

	T.Physical.SWFailure.2
	Medium
	Likely
	An AMI component resource asset experiences a software failure that places AMI in an insecure state.

	


B.3.18 Social Engineering Threats

Social engineering threats are those threats that involve human-to-human breaches in security. Specific threats are listed below in Table 19.

Table 19. Social Engineering Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Social_Eng.Access.1
	High
	Likely
	An entity co-opts a AMI user to grant the entity system access. 

	T.Social_Eng.Access.2
	High
	Likely
	An entity persuades a user of a non-AMI system with some level of access to AMI to divulge his AMI credentials.

	T.Social_Eng.Access.3
	High
	Likely
	An entity persuades a user of a different AMI system with some level of access to the AMI to divulge his AMI credentials.

	T.Social_Eng.AdminLeak.1
	High
	Likely
	An entity persuades an administrator of a non-AMI system to reveal information about system operational procedures, auditing or known flaws so as to enable the entity to access AMI.

	T.Social_Eng.Authorize.1
	Medium
	Likely
	An AMI entity co-opts a AMI user to grant the entity authorization to an asset. 

	T.Social_Eng.Info.1
	Medium
	Likely
	An entity co-opts a AMI user to access information assets. The attacking entity may then access the information via the co-opted user (e.g., read over the shoulder of user, have user verbally tell content).

	T.Social_Eng.Info.2
	High
	Likely
	An entity co-opts a AMI user to exfiltrate information assets to a potential covert channel.

	T.Social_Eng.Info.3
	High
	Likely
	An entity co-opts a AMI user to modify information assets.

	T.Social_Eng.Info.4
	High
	Likely
	An entity attempts to guess a user passphrase based upon knowledge of the user.

	


B.3.19 Trust Threats

Trust threats are those threats which involve either impersonation of a known entity or creation of trusted assets. Specific threats are listed below in Table 20.

Table 20. Trust Threats

	

	Threat Name
	Severity
	Likelihood
	Description

	T.Trust.Impersonate.1
	High
	Likely
	An entity impersonates a policy authority entity and is recognized by the AMI System security domain as a valid policy authority.

	T.Trust.Impersonate.2
	High
	Likely
	An entity impersonates the Key Management System and is recognized by the AMI System security domain as the Key Management System.

	T.Trust.Impersonate.3
	High
	Likely
	An entity impersonates a known AMI System and is recognized by the AMI System security domain as that AMI System.

	T.Trust.Impersonate.4
	High
	Likely
	An entity impersonates a known non-AMI System and is recognized by the AMI System security domain as that non-AMI System.

	T.Trust.Impersonate.5
	High
	Likely
	An entity impersonates the Download Source and is recognized by the AMI System security domain as the Download Source.

	T.Trust.Impersonate.6
	High
	Likely
	An entity impersonates a user and is recognized by the AMI System security domain as that user.

	T.Trust.Impersonate.7
	High
	Likely
	An entity impersonates an application, and that application is recognized by the AMI System security domain as a valid application.

	T.Trust.Impersonate.8
	Medium
	Unlikely
	An entity impersonates the network infrastructure in order to analyze or affect IP datagrams transmissions.

	T.Trust.Info.1
	High
	Likely
	An entity creates trusted information assets in an unauthorized manner.

	T.Trust.Res.1
	High
	Likely
	An entity creates trusted resource assets in an unauthorized manner.

	T.Trust.Serv.1
	High
	Likely
	An entity is able to impersonate trusted service assets in an unauthorized manner.

	


B.4 Organizational Security Policies

The following statements identify and explain organizational policies that are relevant to AMI. These policies define the operation, management, personnel responsibilities, and guidelines that must be used to provide security for the AMI system. Table 21 describes these policies.

Table 21. Organizational Security Policies

	

	Policy Name
	Definition

	P.Access


	Access to TOE information will be limited to authorized users within the limits of their credentials and need-to-know.

	P.Accountability


	Authorized administrators and users are held accountable for security relevant actions they perform. 

	P.Admin_Security 


	A Security Administrator interprets, maintains, and oversees site security policy and develops and implements procedures assuring secure operation of the TOE. 

	P.Admin_Split 


	Administrative responsibilities are split between System Administrator and Security Administrator roles that together competently administer the TOE. The assignment of split administrative authorization is established in order to prevent unrestricted system control and to provide for “checks and balances”.

	P.Admin_System


	A System Administrator is responsible for installing, configuring, managing, and monitoring the performance of the TOE in accordance with its evaluated configuration and ensuring its conformance to applicable security policies. 

	P.Audit_Review
	Administrators will review audit reports and take appropriate action. 

	P.Cross_Domain_Filtering 


	Information domains will not be directly connected without application of appropriate cross-domain filtering techniques. 

	P.Distribution 


	A Security Administrator will issue security relevant TOE hardware and software, and will maintain all records regarding distribution of these items. 

	P.Due_Care 


	The level of security afforded the TOE will be in accordance with what is considered prudent by the organization’s accrediting authority. 

	P.Info_Senders 


	TOE users and processes must be explicitly authorized to transfer information outside the TOE. 

	P.Info_Sources 


	U.S. and partner personnel and processes that transfer information into the TOE must be explicitly authorized to do so.

	P.Integrity
	Data collected and produced by the TOE will be protected from modification. 

	P.Protect


	The TOE will be protected from unauthorized accesses and disruptions of TOE data and functions.

	P.Security_Admin_Restricted 


	Only authorized System Administrators, Security Administrators, and their representatives may administer or repair security mechanisms in the TOE. 

	P.Users 


	Only personnel authorized by the sponsoring U.S. Command, Service, Agency, or Coalition Organization may have access to or utilize TOE resources. 

	


B.4.1 Security Objectives for Target 

This section defines the security objectives of the AMI system and its supporting environment. Security objectives reflect the stated intent to counter identified threats and/or comply with any organizational security policies identified.

Table 22. Security Objectives of the System

	

	Objective Name
	Description

	O.Admin_Roles_Access
	Design administrative functions such that administrative responsibilities of the system will be well defined and compartmentalized such that administrators do not automatically have access to assets, except for necessary exceptions.

	O.Audit
	Record in audit records: date and time of action, location of the action, and the entity responsible for the action.

	O.Audit_Log_Maintenance
	The audit log will be maintained in such a way as to prevent unauthorized access, modification, deletion or overflow conditions.

	O.Trusted_Path&Channel
	Provide a trusted path and channel between the system and a remote trusted system for the performance of security-critical operations.

	O.Confidentiality
	Provide high assurance that information is not disclosed to unauthorized individuals, processes, or devices. 

	O.Crypto_Comm_Channel
	Provide secure session establishment between the system and remote systems using NSA approved confidentiality, integrity, authentication and non-repudiation of network transmissions. Restrict user access to cryptographic IT assets in accordance with a specified user access control policy. Provide complete separation between plaintext and encrypted data and between data and keys. 

	O.Crypto_Storage
	Provide NSA approved confidentiality, integrity, authentication and non-repudiation of stored information content.

	O.Crypto_Import_Export
	Protect cryptographic data assets when they are being transmitted to and from the TOE, either through intervening untrusted components or directly to/from human users.

	O.Import_Export_Control
	Provide security services and labels on import/export data that is consistent with policy (i.e. user, data source, data content, and intended audience).

	O.Fault_Tolerant
	Provide fault tolerant operations for critical components and continue to operate in the presence of specific failures in one or more system components.

	O.Integrity_Checks
	Provide periodic integrity checks on system data, user data, and hardware/software functionality.

	O.I&A
	Uniquely identity and robustly authenticate each user that will support accountability and authorization. 

	O.Integ_Data
	Ensure the integrity of system data, user data, and security attributes transferred or replicated within the system.

	O.Emanantions
	Limit system-produced unintended emanations (intelligible or not) to within a specified limit.

	O.Isolate_Executables
	Run executable code in a protected domain where the code's potential errors or malicious code will not significantly impact other system functions of other valid users of the system.

	O.Maintain_Online
	Provide online maintenance role with a limited capability to observe the usage of specified services or resources as necessary.

	O.NonRepudiation
	Provide accountability and nonrepudiation of information transfer between entities. 

	O.Obj_Attr
	Maintain object security attributes with integrity.

	O.Priority_Of_Service
	Control access to resources so that lower-priority activities do not unduly interfere with or delay higher-priority activities.

	O.Resource_Quotas
	Use resource quotas to limit user and service use of system resources to a level that will prevent degradation or denial of service to other critical users and services.

	O.Rollback
	Recover from user operations by undoing some user operations (i.e., “rolling back”) to restore a previous known state.

	O.SW_Download
	Provide the ability to update the TOE software program to patch discovered security flaws or other flaws in the program that could be exploited by the adversary. SW download is implemented with High Robustness.

	O.Session_Protection
	Provide protection of a user or admin session to prevent an unauthorized user from using an unattended computer where a valid user has an active session.

	O.Secure_State
	Maintain and recover to a secure state without security compromise after power cycle, addition or removal of components, system error or other interruption of system operation.

	O.Security_Mgt
	Manage the initialization of, limits on, and allowable operations on security attributes, security-critical data, and security mechanisms.

	O.Security_Roles
	Maintain security-relevant roles and the association of users with those roles.

	O.Sys_Assur_HW/SW/FW
	Ensure that security-relevant software, hardware, and firmware are correctly functioning through features and procedures. 

	O.Tamper
	Provide system features that prevent, detect, and resist physical tampering of a system component, and use those features to limit security breaches.

	O.User_Attributes
	Maintain a set of security attributes (which may include group membership, clearance, access rights, etc.) associated with individual users in addition to user identity.

	O.Secure_via_Cryptography
	Ensure the protection provided to data in the system is predicated on the secrecy of the keys not in the secrecy of the design.

	O.Malicious_Code
	Incorporate malicious code prevention procedures and mechanisms.

	O.Comp_Attributes
	Maintain a set of security attributes associated with individual components in addition to component identity.

	O.Attr_based_Policy
	Provide policy based access control via security attributes on Users, Components, and Objects.

	


B.4.2 Security Objectives of the Environment 

Security Objectives of the Environment encompass environment countermeasures that are necessary to protect assets. The environment is defined as the “aggregate of external procedures, conditions, and objects affecting the development, operation, and maintenance of an information system” or alternatively environment can also be defined as that which is not being built. 

Security objectives of the environment can contribute to overall defense-in-depth strategies that result in high-assurance protections with respect to privacy, integrity, availability, and authenticity. The AMI system is being specified to result in only modest levels for environment countermeasures, and therefore, the security objectives of the environment can be identified by addressing broad categories of countermeasures with only modest needs for environment countermeasures (e.g., a remote AMI User should be able to operate on sea, land, or air in a boat, tent, or small airborne vehicle).

Table 23. Security Objectives of the Environment

	

	Objective Name
	Description

	OE.Admin_Guidance
	Deter administrator errors by providing adequate administrator guidance.

	OE.Config_Management
	Implement a configuration management plan. Implement configuration management to assure storage integrity, identification of system connectivity (software, hardware, and firmware), and identification of system components (software, hardware, and firmware).

	OE.Crypto_Key_Man
	Fully define cryptographic components, functions, and interfaces. Ensure appropriate protection for cryptographic keys throughout their lifecycle, covering generation, distribution, storage, use, and destruction.

	OE.Secure_Configuration
	Manage and update system security policy data and enforcement functions, and other security-relevant configuration data, in accordance with organizational security policies.

	OE.Evaluated_System
	Evaluate system via Common Criteria methods for proper implementation including examination for accidental or deliberate flaws in code made by the developer. The accidental flaws could be lack of engineering detail or bad design. Where the deliberate flaws would include building trapdoors for later entry as an example.

	OE.Sys_Backup_Procs
	Provide backup procedures to ensure that the system can be reconstructed.

	OE.User_Auth_Management
	Manage and update user authorization and privilege data in accordance with organizational security and personnel policies.

	OE.User_Guidance
	Provide documentation for the general user.

	OE.Component_Engineering
	Manage lifecycle maintenance such that when component hardware becomes obsolete the AMI hardware/software is redesigned to support production

	OE.Admin_Available
	Provide at least one Security Administrator (authorized by the U.S. or the host country) to respond to administrative issues including fixing enrollment/I&A issues.

	OE.Trusted_Facility
	Provide a trusted facility for initialization.

	OE.Physical_Security
	Provide an appropriate level of physical security.

	OE.BackhaulSLA
	Negotiate an SLA with the Backhaul network that meets the operational needs of the mission. This includes required fault-tolerant aspects of the Backhaul’s system including but not limited to routers, switch, and even “back-hoe” protection.

	OE.Enrollment_Process
	Provide a registration/enrollment procedure that includes both a chain of trust of user identity to enroll (e.g. DoD PKI or a US Passport) plus a chain of trust of access and authorization to those domains to grant access.

	


B.5 Coverage

B.5.1  Coverage of Administrative Threats

	

	Threats
	Objectives

	T.Admin.Cred.1
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.Secure_Configuration 

	T.Admin.Cred.2
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Cred.3
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Enroll.1
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Enroll.2
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Enroll.3
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Enroll.4
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Enroll.5
	O.Admin_Roles_Access

O.Confidentiality 

O.I&A

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.User_Auth_Management 

	T.Admin.Enroll.6
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Enroll.7
	O.Admin_Roles_Access

O.Security_Mgt

O.Security_Roles

OE.User_Auth_Management

OE.Enrollment_Process

	T.Admin.Lockout.1
	O.Admin_Roles_Access

O.I&A

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.User_Auth_Management 

	T.Admin.Lockout.2
	O.Admin_Roles_Access

O.I&A

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.User_Auth_Management 

	T.Admin.Policy.1
	O.Admin_Roles_Access

O.Confidentiality 

O.I&A

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.User_Auth_Management 

	T.Admin.Policy.2
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.3
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.4
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.Secure_Configuration 

	T.Admin.Policy.5
	O.Admin_Roles_Access

O.Resource_Quotas

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.6
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.7
	O.Admin_Roles_Access

O.Confidentiality 

O.Security_Mgt

O.Security_Roles 

	T.Admin.Policy.8
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.Secure_Configuration 

	T.Admin.Policy.9
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.10
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.11
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.12
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.13
	O.Admin_Roles_Access

O.Confidentiality 

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.14
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.NonRepudiation

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.15
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.NonRepudiation

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.16
	O.Admin_Roles_Access

O.Confidentiality 

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.Policy.17
	O.Admin_Roles_Access

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.PolicyImp.1
	O.Admin_Roles_Access

O.Fault_Tolerant

O.Rollback

O.Security_Mgt

O.Security_Roles

OE.Secure_Configuration 

	T.Admin.PolicyImp.2
	O.Admin_Roles_Access

O.Confidentiality 

O.I&A

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Attr_based_Policy

OE.Secure_Configuration 

	


B.5.2 Coverage of Audit Threats

	

	Threats
	Objectives

	T.Audit.1
	O.Audit_Log_Maintenance

O.Import_Export_Control

O.Maintain_Online 

	T.Audit.2
	O.Audit_Log_Maintenance

O.Import_Export_Control

O.Maintain_Online 

	T.Audit.3
	O.Audit_Log_Maintenance

O.Import_Export_Control

O.Maintain_Online 

	T.Audit.4
	O.Audit

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Maintain_Online

O.Attr_based_Policy

	T.Audit.5
	O.Audit

O.Confidentiality 

O.Import_Export_Control

O.Maintain_Online

O.Attr_based_Policy

	T.Audit.6
	O.Audit

O.Import_Export_Control

O.Maintain_Online

O.Attr_based_Policy

	T.Audit.7
	O.Audit

O.Audit_Log_Maintenance

O.Import_Export_Control

O.I&A

O.Maintain_Online

O.Attr_based_Policy

	T.Audit.8
	O.Audit

O.Import_Export_Control

O.Maintain_Online

OE.Admin_Guidance 

	T.Audit.9
	O.Audit

O.Import_Export_Control

O.Maintain_Online

OE.Admin_Guidance 

	T.Audit.10
	O.Audit

O.Import_Export_Control

O.Maintain_Online 

	T.Audit.11
	O.Audit

O.Import_Export_Control

O.Maintain_Online 

	


B.5.3 Coverage of Crypto Threats

	

	Threats
	Objectives

	T.Crypto.Break.1
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Crypto_Storage 

	T.Crypto.Break.2
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Crypto_Storage 

	T.Crypto.Invalid_Keys.1
	O.Trusted_Path&Channel

O.Confidentiality 

OE.Crypto_Key_Man 

	T.Crypto.Invalid_Keys.2
	O.Trusted_Path&Channel

O.Confidentiality 

OE.Crypto_Key_Man 

	T.Crypto.Weak_Keys.1
	O.Trusted_Path&Channel

O.Confidentiality 

O.Crypto_Comm_Channel

O.Crypto_Storage

OE.Crypto_Key_Man 

	


B.5.4 Coverage of Download Threats

	

	Threats
	Objectives

	T.Download.1
	O.Fault_Tolerant

O.Import_Export_Control

O.Integrity_Checks

O.SW_Download 

	T.Download.2
	O.Confidentiality 

O.Import_Export_Control

O.Integrity_Checks

O.SW_Download 

	T.Download.3
	O.Import_Export_Control

O.Integrity_Checks

O.SW_Download 

	T.Download.4
	O.Confidentiality 

O.Import_Export_Control

O.Integrity_Checks

O.SW_Download

O.Comp_Attributes

	T.Download.5
	O.Import_Export_Control

O.Integrity_Checks

O.SW_Download 

	


B.5.5 Coverage of Eavesdropping Threats

	

	Threats
	Objectives

	T.Eavesdrop.Apps.1
	O.Confidentiality 

O.Import_Export_Control 

	T.Eavesdrop.Comm.1
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.2
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.3
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.4
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.5
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.6
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.Comm.7
	O.Confidentiality 

O.Crypto_Comm_Channel

O.Import_Export_Control 

	T.Eavesdrop.HMI.1
	O.Confidentiality 

O.Import_Export_Control

O.Session_Protection 

	T.Eavesdrop.HMI.2
	O.Confidentiality 

O.Session_Protection

	T.Eavesdrop.HMI.3
	O.Confidentiality 

O.Session_Protection

	T.Eavesdrop.HMI.4
	O.Security_Mgt

O.Comp_Attributes

OE.Physical_Security

	


B.5.6 Coverage of Flawed Implementation Threats

	

	Threats
	Objectives

	T.Flawed_Imp.Backdoor.1
	O.Confidentiality 

O.SW_Download

O.Malicious_Code

OE.Evaluated_System 

	T.Flawed_Imp.Developer.1
	O.Confidentiality 

O.SW_Download

O.Malicious_Code

OE.Evaluated_System 

	T.Flawed_Imp.Developer.2
	O.SW_Download

O.Malicious_Code

OE.Evaluated_System 

	T.Flawed_Imp.Developer.3
	O.Confidentiality 

O.SW_Download

O.Malicious_Code

OE.Evaluated_System 

	


B.5.7 Coverage of I&A Threats

	

	Threats
	Objectives

	T.Ident_Auth.1
	O.Confidentiality 

O.I&A 

	T.Ident_Auth.2
	O.Confidentiality 

O.I&A 

	T.Ident_Auth.3
	OE.Admin_Available 

	T.Ident_Auth.4
	O.Confidentiality 

O.I&A 

	T.Ident_Auth.5
	O.Confidentiality 

O.I&A 

	T.Ident_Auth.6
	O.Confidentiality 

O.I&A 

	T.Ident_Auth.7
	O.Confidentiality 

O.I&A

	T.Ident_Auth.8
	O.Confidentiality 

O.I&A

	


B.5.8  Coverage of Information Systems Threats

	

	Threats
	Objectives

	T.InfoSys.1
	O.Confidentiality 

OE.Evaluated_System 

	T.InfoSys.2
	O.Confidentiality 

O.Import_Export_Control

O.I&A

O.NonRepudiation 

	T.InfoSys.Filter.1
	O.Confidentiality 

OE.Evaluated_System 

	T.InfoSys.Printer.1
	O.Confidentiality 

O.User_Attributes

OE.User_Guidance

OE.Physical_Security 

	


B.5.9 Coverage of Initialization Threats

	

	Threats
	Objectives

	T.Initialize.Configuration.1
	O.Confidentiality 

OE.Trusted_Facility 

	T.Initialize.Configuration.2
	O.Confidentiality 

OE.Trusted_Facility 

	T.Initialize.Configuration.3
	O.Confidentiality 

O.SW_Download 

	T.Initialize.Distribution.1
	O.Confidentiality 

O.Integrity_Checks

O.SW_Download 

	T.Initialize.Distribution.2
	O.Confidentiality 

O.Integrity_Checks

O.SW_Download

O.Malicious_Code

	


B.5.10 Coverage of Insider Threats

	

	Threats
	Objectives

	T.Insider.Aggregation.1
	O.Audit

O.Confidentiality 

O.User_Attributes 

	T.Insider.Confusion.1
	O.Confidentiality 

O.Rollback 

	T.Insider.Confusion.2
	O.Confidentiality 

O.Import_Export_Control 

	T.Insider.Confusion.3
	O.Confidentiality 

O.Import_Export_Control

O.Rollback 

	T.Insider.Misinfo.1
	O.Import_Export_Control 

	T.Insider.Mislabel.1
	O.Confidentiality 

O.Import_Export_Control 

	T.Insider.Mislabel.2
	O.Confidentiality 

O.Import_Export_Control

O.I&A 

	T.Insider.Misuse.Info.1
	O.Confidentiality 

O.Import_Export_Control 

	T.Insider.Misuse.Info.2
	O.Confidentiality 

OE.Physical_Security 

	T.Insider.Misuse.Res.1
	O.Maintain_Online

O.Priority_Of_Service

O.Resource_Quotas 

	


B.5.11 Coverage of Key Management Threats

	

	Threats
	Objectives

	T.KeyMan.Deliver.1
	O.Confidentiality 

OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.Deliver.2
	O.Confidentiality 

OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.Deliver.3
	O.Confidentiality 

OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.Deliver.4
	O.Fault_Tolerant

OE.Crypto_Key_Man 

	T.KeyMan.Membership.1
	O.Admin_Roles_Access

O.Confidentiality 

OE.Admin_Guidance

OE.User_Auth_Management 

	T.KeyMan.Membership.2
	O.Admin_Roles_Access

OE.Admin_Guidance

OE.User_Auth_Management 

	T.KeyMan.Membership.3
	O.Admin_Roles_Access

O.Confidentiality 

OE.Admin_Guidance

OE.Crypto_Key_Man

OE.User_Auth_Management 

	T.KeyMan.Obsolescence.1
	OE.Crypto_Key_Man 

	T.KeyMan.Order.1
	OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.Order.2
	OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.Order.3
	O.Fault_Tolerant

OE.Admin_Guidance

OE.Crypto_Key_Man 

	T.KeyMan.TrackControl.1
	O.Fault_Tolerant

OE.Admin_Guidance

OE.Crypto_Key_Man 

	


B.5.12 Coverage of Malicious Code Threats

	

	Threats
	Objectives

	T.Malicious_Code.App.1
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.App.2
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.App.3
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.App.4
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Info.1
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Info.2
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Info.3
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Info.4
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Info.5
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Info.6
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Info.7
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Info.8
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Proxy.1
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Res.1
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Res.2
	O.Confidentiality 

O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Res.3
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Res.4
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

O.Attr_based_Policy

	T.Malicious_Code.Res.5
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Res.6
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	T.Malicious_Code.Res.7
	O.Integrity_Checks

O.Isolate_Executables

O.Malicious_Code

	


B.5.13 Coverage of Network Threats

	

	Threats
	Objectives

	T.Network.Denial.1
	O.Trusted_Path&Channel

O.Fault_Tolerant

O.Maintain_Online

O.Resource_Quotas 

	T.Network.Filter.1
	O.Confidentiality 

O.Trusted_Path&Channel

O.Maintain_Online 

	T.Network.Modify.1
	O.Crypto_Comm_Channel 

	T.Network.Modify.2
	O.Crypto_Comm_Channel

O.Maintain_Online 

	T.Network.Replay.1
	O.Maintain_Online 

	T.Network.Replay.2
	O.Maintain_Online 

	T.Network.Unauth.1
	O.Admin_Roles_Access

O.Confidentiality 

O.Audit

O.User_Attributes

OE.Admin_Guidance

OE.User_Guidance 

	


B.5.14 Coverage of Operational Denial of Service Threats

	

	Threats
	Objectives

	T.Op.Denial.1
	O.Import_Export_Control

O.I&A

O.Integrity_Checks

O.Integ_Data

O.NonRepudiation

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance 

	T.Op.Denial.2
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Priority_Of_Service

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance 

	T.Op.Denial.3
	O.I&A

O.NonRepudiation

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.4
	O.Import_Export_Control

O.I&A

O.Integrity_Checks

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.5
	O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.6
	O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.7
	O.I&A

O.Obj_Attr

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.8
	O.Import_Export_Control

O.I&A

O.Integrity_Checks

O.Obj_Attr

O.Session_Protection

O.User_Attributes

OE.User_Guidance

O.Attr_based_Policy

	T.Op.Denial.9
	O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.10
	O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.11
	O.I&A

O.Integrity_Checks

O.Obj_Attr

O.Priority_Of_Service

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.12
	O.I&A

O.NonRepudiation

O.User_Attributes

OE.User_Guidance

O.Attr_based_Policy

	T.Op.Denial.13
	O.I&A

O.Integrity_Checks

O.Resource_Quotas

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.14
	O.I&A

O.Integrity_Checks

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.15
	O.I&A

O.Integrity_Checks

O.Obj_Attr

O.User_Attributes

O.Attr_based_Policy

	T.Op.Denial.16
	O.I&A

O.Integrity_Checks

O.Obj_Attr

O.User_Attributes

O.Attr_based_Policy

	


B.5.15 Coverage of Operational Disclosure Threats

	

	Threats
	Objectives

	T.Op.Disclosure.1
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.2
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Integrity_Checks

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.3
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance

	T.Op.Disclosure.4
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance

	T.Op.Disclosure.5
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance

	T.Op.Disclosure.6
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

OE.User_Guidance 

	T.Op.Disclosure.7
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

OE.User_Guidance 

	T.Op.Disclosure.8
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Emanations

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.9
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.10
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.Emanations 

	T.Op.Disclosure.11
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.12
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

OE.User_Guidance

O.Attr_based_Policy

	T.Op.Disclosure.13
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr 

	T.Op.Disclosure.14
	O.Admin_Roles_Access

O.Confidentiality 

O.Import_Export_Control

O.I&A

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Disclosure.15
	O.Sys_Assur_HW/SW/FW

O.Comp_Attributes

OE.Config_Management

OE.Evaluated_System

	


B.5.16 Coverage of Operational Integrity Threats

	

	Threats
	Objectives

	T.Op.Integrity.1
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.2
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.3
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.4
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.5
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.6
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Integrity.7
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection 

	T.Op.Integrity.8
	O.I&A

O.Integrity_Checks

O.Integ_Data

O.Obj_Attr

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	


B.5.17 Coverage of Operational Non-Repudiation Threats

	

	Threats
	Objectives

	T.Op.Non-Repudiation.1
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Non-Repudiation.2
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Non-Repudiation.3
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Non-Repudiation.4
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Non-Repudiation.5
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	T.Op.Non-Repudiation.6
	O.Import_Export_Control

O.I&A

O.NonRepudiation

O.Session_Protection

O.User_Attributes

O.Attr_based_Policy

	


B.5.18 Coverage of Physical Threats

	

	Threats
	Objectives

	T.Physical.Capture.1
	O.Confidentiality 

O.Fault_Tolerant

O.Secure_State

O.Tamper 

	T.Physical.Capture.2
	O.Confidentiality 

O.Fault_Tolerant

O.Secure_State

O.Tamper 

	T.Physical.Denial.1
	O.Secure_State 

	T.Physical.Destruction.IA.1
	O.Fault_Tolerant

O.I&A

OE.Admin_Available 

	T.Physical.Destruction.IA.2
	O.Fault_Tolerant

O.I&A

OE.Admin_Available 

	T.Physical.Destruction.Info.1
	O.Secure_State

OE.Sys_Backup_Procs 

	T.Physical.Destruction.Info.2
	O.Secure_State

OE.Sys_Backup_Procs 

	T.Physical.Destruction.Res.1
	O.Secure_State 

	T.Physical.Destruction.Res.2
	O.Secure_State 

	T.Physical.Destruction.Serv.1
	O.Secure_State 

	T.Physical.Destruction.Serv.2
	O.Secure_State 

	T.Physical.Destruction.Total.1
	O.Secure_State 

	T.Physical.Destruction.Total.2
	O.Secure_State 

	T.Physical.Extract.IA.1
	O.Confidentiality 

O.Tamper 

	T.Physical.Extract.IA.2
	O.Confidentiality 

O.Emanations 

	T.Physical.Extract.NonAMI.1
	O.Confidentiality 

O.Emanations 

	T.Physical.Extract.Res.1
	O.Confidentiality 

O.Tamper 

	T.Physical.Extract.Res.2
	O.Confidentiality 

O.Emanations 

	T.Physical.Extract.Res.3
	O.Confidentiality 

O.Emanations 

	T.Physical.HWFailure.1
	O.Secure_State

O.Sys_Assur_HW/SW/FW

	T.Physical.HWFailure.2
	O.Confidentiality 

O.Secure_State

O.Sys_Assur_HW/SW/FW 

	T.Physical.HWFailure.3
	O.Secure_State

O.Sys_Assur_HW/SW/FW 

	T.Physical.MechFailure.1
	O.Secure_State

O.Sys_Assur_HW/SW/FW 

	T.Physical.Modification.Info.1
	O.Tamper 

	T.Physical.Modification.Input.1
	O.Confidentiality 

O.Tamper 

	T.Physical.Modification.Res.1
	O.Confidentiality 

O.Tamper 

	T.Physical.Modification.Res.2
	O.Confidentiality 

O.Tamper 

	T.Physical.Obsolete.1
	OE.Component_Engineering 

	T.Physical.Obsolete.2
	OE.Component_Engineering 

	T.Physical.ReverseEng.1
	O.Confidentiality 

O.Secure_via_Cryptography 

	T.Physical.ReverseEng.2
	O.Confidentiality 

O.Secure_via_Cryptography 

	T.Physical.ReverseEng.3
	O.Confidentiality 

O.Secure_via_Cryptography 

	T.Physical.ReverseEng.4
	O.Confidentiality O.Secure_via_Cryptography 

	T.Physical.SWFailure.1
	O.Secure_State

O.Sys_Assur_HW/SW/FW 

	T.Physical.SWFailure.2
	O.Confidentiality 

O.Secure_State

O.Sys_Assur_HW/SW/FW 

	


B.5.19 Coverage of Social Engineering Threats

	

	Threats
	Objectives

	T.Social_Eng.Access.1
	O.Confidentiality 

O.I&A

OE.Physical_Security 

	T.Social_Eng.Access.2
	O.Confidentiality 

	T.Social_Eng.Access.3
	 O.Confidentiality

	T.Social_Eng.AdminLeak.1
	O.Confidentiality 

OE.Secure_Configuration

OE.Evaluated_System 

	T.Social_Eng.Authorize.1
	O.Confidentiality 

O.I&A

OE.Physical_Security 

	T.Social_Eng.Info.1
	O.Confidentiality 

O.User_Attributes

OE.User_Auth_Management

OE.Physical_Security 

	T.Social_Eng.Info.2
	O.Confidentiality OE.User_Auth_Management 

OE.Secure_Configuration OE.User_Auth_Management

	T.Social_Eng.Info.3
	OE.User_Auth_Management 

OE.Secure_Configuration OE.User_Auth_Management

	T.Social_Eng.Info.4
	O.Confidentiality 

O.I&A

OE.User_Auth_Management 

	


B.5.20 Coverage of Trust Threats

	

	Threats
	Objectives

	T.Trust.Impersonate.1
	O.Confidentiality 

O.I&A 

	T.Trust.Impersonate.2
	O.Confidentiality 

O.I&A

OE.Crypto_Key_Man 

	T.Trust.Impersonate.3
	O.Confidentiality 

O.I&A 

	T.Trust.Impersonate.4
	O.Confidentiality 

O.I&A 

	T.Trust.Impersonate.5
	O.Confidentiality 

O.I&A 

	T.Trust.Impersonate.6
	O.Confidentiality 

O.I&A 

	T.Trust.Impersonate.7
	O.Confidentiality 

O.I&A

O.Session_Protection 

	T.Trust.Impersonate.8
	O.Confidentiality 

O.I&A 

	T.Trust.Info.1
	O.I&A

O.Session_Protection 

	T.Trust.Res.1
	O.Confidentiality 

O.I&A

O.Session_Protection 

	T.Trust.Serv.1
	O.Confidentiality 

O.I&A

O.Session_Protection 

	


B.5.21 Coverage of Assumptions

	

	Assumptions
	Objectives

	A.Admin_Available
	O.Admin_Roles_Access 

	A.Audit_Analysis
	O.Audit

O.Maintain_Online

OE.Admin_Guidance 

	A.Back_Up
	O.Admin_Roles_Access 

	A.Clearance
	OE.Admin_Guidance 

	A.Comms_Available
	O.Fault_Tolerant

OE.Config_Management 

	A.Environment
	O.Secure_State 

	A.External_Networks
	O.Fault_Tolerant 

	A.KeyMat_Source
	OE.Crypto_Key_Man 

	A.Personnel_Untrusted
	O.Audit

O.Crypto_Comm_Channel

O.Crypto_Storage

O.Crypto_Import_Export

O.Import_Export_Control

O.I&A

O.Isolate_Executables

O.NonRepudiation

O.Obj_Attr

O.Priority_Of_Service

O.Resource_Quotas

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Sys_Assur_HW/SW/FW

O.Tamper

O.User_Attributes

O.Malicious_Code

O.Comp_Attributes

O.Attr_based_Policy

OE.Config_Management

OE.Crypto_Key_Man

OE.Secure_Configuration

OE.Evaluated_System

OE.Sys_Backup_Procs

OE.User_Auth_Management

OE.Physical_Security 

	A.Physical_Protection
	O.Secure_State

OE.Physical_Security 

	A.Partial_Physical_Security
	O.Tamper

OE.Physical_Security 

	A.Policy_MoA
	O.Audit

O.Crypto_Comm_Channel

O.Crypto_Storage

O.Crypto_Import_Export

O.Import_Export_Control

O.I&A

O.Isolate_Executables

O.NonRepudiation

O.Obj_Attr

O.Priority_Of_Service

O.Resource_Quotas

O.Rollback

O.Session_Protection

O.Security_Mgt

O.Security_Roles

O.Sys_Assur_HW/SW/FW

O.Tamper

O.User_Attributes

O.Malicious_Code

O.Comp_Attributes

O.Attr_based_Policy

OE.Config_Management

OE.Crypto_Key_Man

OE.Secure_Configuration

OE.Evaluated_System

OE.Sys_Backup_Procs

OE.User_Auth_Management

OE.Physical_Security 

	A.Printer_Security
	OE.User_Guidance

OE.Physical_Security 

	A.TOE_Design
	OE.Admin_Guidance

OE.Config_Management

OE.Crypto_Key_Man

OE.Secure_Configuration

OE.Evaluated_System

OE.Sys_Backup_Procs

OE.User_Auth_Management

OE.User_Guidance

OE.Component_Engineering

OE.Admin_Available

OE.Trusted_Facility

OE.Physical_Security

OE.BackhaulSLA 

	A.TOE_Maintenance
	O.I&A

O.Maintain_Online

OE.Admin_Guidance

OE.Secure_Configuration 

	A.TOE_Operation
	O.I&A

O.Maintain_Online

OE.Admin_Guidance

OE.Secure_Configuration

OE.BackhaulSLA 

	A.TOE_User
	O.I&A

OE.Secure_Configuration

OE.User_Auth_Management

OE.User_Guidance 

	A.Trained
	O.I&A

OE.User_Auth_Management

OE.User_Guidance 

	A.Trusted_Source
	OE.Crypto_Key_Man

OE.Trusted_Facility 

	A.Visual_Security
	OE.Secure_Configuration

OE.Physical_Security 

	


B.5.22 Coverage of Policy

	

	Policy
	Objectives

	P.Access
	O.Admin_Roles_Access

O.I&A 

	P.Accountability
	O.Admin_Roles_Access

O.Audit

O.I&A

O.NonRepudiation

OE.Admin_Guidance 

	P.Admin_Security
	O.Admin_Roles_Access

O.I&A

O.Maintain_Online 

	P.Admin_Split
	O.Admin_Roles_Access 

	P.Admin_System
	O.Admin_Roles_Access

O.I&A

O.Maintain_Online 

	P.Audit_Review
	O.Admin_Roles_Access

O.Audit

O.Audit_Log_Maintenance

O.Maintain_Online

OE.Admin_Guidance 

	P.Cross_Domain_Filtering
	O.Import_Export_Control

O.I&A

OE.Admin_Guidance 

	P.Distribution
	O.Integrity_Checks

O.Integ_Data

O.Maintain_Online 

	P.Due_Care
	O.Trusted_Path&Channel

OE.Admin_Guidance

OE.Config_Management 

	P.Info_Senders
	O.Import_Export_Control

O.I&A 

	P.Info_Sources
	O.Import_Export_Control

O.I&A 

	P.Integrity
	O.Integrity_Checks

O.Integ_Data

O.Obj_Attr 

	P.Protect
	O.Trusted_Path&Channel

O.Crypto_Comm_Channel

O.Crypto_Storage

O.Obj_Attr

OE.Crypto_Key_Man 

	P.Security_Admin_Restricted
	O.Admin_Roles_Access

O.I&A

OE.Admin_Guidance 

	P.Users
	O.Import_Export_Control

O.I&A 

	


B.5.23 Coverage of Objectives for Target

	Objectives
	Threats / Policies / Assumptions

	O.Admin_Roles_Access
	T.Admin.Cred.1

T.Admin.Cred.2

T.Admin.Cred.3

T.Admin.Enroll.1

T.Admin.Enroll.2

T.Admin.Enroll.3

T.Admin.Enroll.4

T.Admin.Enroll.5

T.Admin.Enroll.6

T.Admin.Enroll.7

T.Admin.Lockout.1

T.Admin.Lockout.2

T.Admin.Policy.1

T.Admin.Policy.2

T.Admin.Policy.3

T.Admin.Policy.4

T.Admin.Policy.5

T.Admin.Policy.6

T.Admin.Policy.7

T.Admin.Policy.8

T.Admin.Policy.9

T.Admin.Policy.10

T.Admin.Policy.11

T.Admin.Policy.12

T.Admin.Policy.13

T.Admin.Policy.14

T.Admin.Policy.15

T.Admin.Policy.16

T.Admin.Policy.17

T.Admin.PolicyImp.1

T.Admin.PolicyImp.2

T.KeyMan.Membership.1

T.KeyMan.Membership.2

T.KeyMan.Membership.3

T.Network.Unauth.1

	O.Admin_Roles_Access (cont.)
	T.Op.Disclosure.1

T.Op.Disclosure.2

T.Op.Disclosure.3

T.Op.Disclosure.4

T.Op.Disclosure.5

T.Op.Disclosure.6

T.Op.Disclosure.7

T.Op.Disclosure.8

T.Op.Disclosure.9

T.Op.Disclosure.10

T.Op.Disclosure.11

T.Op.Disclosure.12

T.Op.Disclosure.13

T.Op.Disclosure.14

A.Admin_Available

A.Back_Up

P.Access

P.Accountability

P.Admin_Security

P.Admin_Split

P.Admin_System

P.Audit_Review

P.Security_Admin_Restricted

	O.Audit
	T.Audit.4

T.Audit.5

T.Audit.6

T.Audit.7

T.Audit.8

T.Audit.9

T.Audit.10

T.Audit.11

T.Insider.Aggregation.1

T.Network.Unauth.1

A.Audit_Analysis

A.Personnel_Untrusted

A.Policy_MoA

P.Accountability

P.Audit_Review

	
	

	O.Audit_Log_Maintenance
	T.Audit.1

T.Audit.2

T.Audit.3

T.Audit.7

P.Audit_Review

	O.Trusted_Path&Channel
	T.Crypto.Invalid_Keys.1

T.Crypto.Invalid_Keys.2

T.Crypto.Weak_Keys.1

T.Network.Denial.1

T.Network.Filter.1

P.Due_Care

P.Protect

	O.Confidentiality
	T.Admin.Cred.1

T.Admin.Enroll.1

T.Admin.Enroll.2

T.Admin.Enroll.5

T.Admin.Enroll.6

T.Admin.Policy.1

T.Admin.Policy.2

T.Admin.Policy.3

T.Admin.Policy.4

T.Admin.Policy.7

T.Admin.Policy.8

T.Admin.Policy.9

T.Admin.Policy.10

T.Admin.Policy.12

T.Admin.Policy.13

T.Admin.Policy.14

T.Admin.Policy.15

T.Admin.Policy.16

T.Admin.PolicyImp.2

T.Audit.4

T.Audit.5

	O.Confidentiality (cont.)
	T.Crypto.Break.1

T.Crypto.Break.2

T.Crypto.Invalid_Keys.1

T.Crypto.Invalid_Keys.2

T.Crypto.Weak_Keys.1

T.Download.2

T.Download.4

T.Eavesdrop.Apps.1

T.Eavesdrop.Comm.1

T.Eavesdrop.Comm.2

T.Eavesdrop.Comm.3

T.Eavesdrop.Comm.4

T.Eavesdrop.Comm.5

T.Eavesdrop.Comm.6

T.Eavesdrop.Comm.7

T.Eavesdrop.HMI.3

T.Flawed_Imp.Backdoor.1

T.Flawed_Imp.Developer.1

T.Flawed_Imp.Developer.3

T.Ident_Auth.1

T.Ident_Auth.2

T.Ident_Auth.4

T.Ident_Auth.5

T.Ident_Auth.8

T.InfoSys.1

T.InfoSys.2

T.InfoSys.Filter.1

T.InfoSys.Printer.1
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T.Admin.PolicyImp.2

T.Audit.4

T.Audit.5

T.Audit.6

T.Audit.7

T.Malicious_Code.App.1

T.Malicious_Code.App.2

T.Malicious_Code.App.3

T.Malicious_Code.App.4

T.Malicious_Code.Info.1

T.Malicious_Code.Info.2

T.Malicious_Code.Info.3

T.Malicious_Code.Info.4

T.Malicious_Code.Proxy.1

T.Malicious_Code.Res.1

T.Malicious_Code.Res.2

T.Malicious_Code.Res.3

T.Malicious_Code.Res.4

T.Op.Denial.1

T.Op.Denial.2

T.Op.Denial.3

T.Op.Denial.4

T.Op.Denial.5

T.Op.Denial.6

T.Op.Denial.7

T.Op.Denial.8

T.Op.Denial.9

	O.Attr_based_Policy (cont.)
	T.Op.Denial.10

T.Op.Denial.11

T.Op.Denial.12

T.Op.Denial.13

T.Op.Denial.14

T.Op.Denial.15

T.Op.Denial.16

T.Op.Disclosure.1

T.Op.Disclosure.2

T.Op.Disclosure.3

T.Op.Disclosure.4

T.Op.Disclosure.5

T.Op.Disclosure.6

T.Op.Disclosure.8

T.Op.Disclosure.9

T.Op.Disclosure.11

T.Op.Disclosure.12

T.Op.Disclosure.14

T.Op.Integrity.1

T.Op.Integrity.2

T.Op.Integrity.3

T.Op.Integrity.4

T.Op.Integrity.5

T.Op.Integrity.6

T.Op.Integrity.8

T.Op.Non-Repudiation.1

T.Op.Non-Repudiation.2

T.Op.Non-Repudiation.3

T.Op.Non-Repudiation.4

T.Op.Non-Repudiation.5

T.Op.Non-Repudiation.6

A.Personnel_Untrusted

A.Policy_MoA


5.1.2 Coverage of Objectives for the Environment

	 

	Objectives
	Threats / Policies / Assumptions

	OE.Admin_Guidance
	T.Audit.8

T.Audit.9

T.KeyMan.Deliver.1

T.KeyMan.Deliver.2

T.KeyMan.Deliver.3

T.KeyMan.Membership.1

T.KeyMan.Membership.2

T.KeyMan.Membership.3

T.KeyMan.Order.1

T.KeyMan.Order.2

T.KeyMan.Order.3

T.KeyMan.TrackControl.1

T.Network.Unauth.1

A.Audit_Analysis

A.Clearance

A.TOE_Design

A.TOE_Maintenance

A.TOE_Operation

P.Accountability

P.Audit_Review

P.Cross_Domain_Filtering

P.Due_Care

P.Security_Admin_Restricted

	OE.Config_Management
	T.Op.Disclosure.15

A.Comms_Available

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

P.Due_Care

	OE.Crypto_Key_Man
	T.Crypto.Invalid_Keys.1

T.Crypto.Invalid_Keys.2

T.Crypto.Weak_Keys.1

T.KeyMan.Deliver.1

T.KeyMan.Deliver.2

T.KeyMan.Deliver.3

T.KeyMan.Deliver.4

T.KeyMan.Membership.3

T.KeyMan.Obsolescence.1

T.KeyMan.Order.1

T.KeyMan.Order.2

T.KeyMan.Order.3

T.KeyMan.TrackControl.1

T.Trust.Impersonate.2

A.KeyMat_Source

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

A.Trusted_Source

P.Protect

	OE.Secure_Configuration
	T.Admin.Cred.1

T.Admin.Cred.2

T.Admin.Cred.3

T.Admin.Policy.2

T.Admin.Policy.3

T.Admin.Policy.4

T.Admin.Policy.5

T.Admin.Policy.6

T.Admin.Policy.8

T.Admin.Policy.9

T.Admin.Policy.10

T.Admin.Policy.11

T.Admin.Policy.12

T.Admin.Policy.13

T.Admin.Policy.14

T.Admin.Policy.15

T.Admin.Policy.16

T.Admin.Policy.17

T.Admin.PolicyImp.1

T.Admin.PolicyImp.2

T.Social_Eng.Access.2

T.Social_Eng.Access.3

T.Social_Eng.AdminLeak.1

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

A.TOE_Maintenance

A.TOE_Operation

A.TOE_User

A.Visual_Security

	OE.Evaluated_System
	T.Flawed_Imp.Backdoor.1

T.Flawed_Imp.Developer.1

T.Flawed_Imp.Developer.2

T.Flawed_Imp.Developer.3

T.InfoSys.1

T.InfoSys.Filter.1

T.Op.Disclosure.15

T.Social_Eng.AdminLeak.1

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

	OE.Sys_Backup_Procs
	T.Physical.Destruction.Info.1

T.Physical.Destruction.Info.2

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

	OE.User_Auth_Management
	T.Admin.Enroll.1

T.Admin.Enroll.2

T.Admin.Enroll.3

T.Admin.Enroll.4

T.Admin.Enroll.5

T.Admin.Enroll.6

T.Admin.Enroll.7

T.Admin.Lockout.1

T.Admin.Lockout.2

T.Admin.Policy.1

T.KeyMan.Membership.1

T.KeyMan.Membership.2

T.KeyMan.Membership.3

T.Social_Eng.Access.2

T.Social_Eng.Access.3

T.Social_Eng.Info.1

T.Social_Eng.Info.2

T.Social_Eng.Info.3

T.Social_Eng.Info.4

A.Personnel_Untrusted

A.Policy_MoA

A.TOE_Design

A.TOE_User

A.Trained

	OE.User_Guidance
	T.InfoSys.Printer.1

T.Network.Unauth.1

T.Op.Denial.1

T.Op.Denial.2

T.Op.Denial.8

T.Op.Denial.12

T.Op.Disclosure.3

T.Op.Disclosure.4

T.Op.Disclosure.5

T.Op.Disclosure.6

T.Op.Disclosure.7

T.Op.Disclosure.12

A.Printer_Security

A.TOE_Design

A.TOE_User

A.Trained

	OE.Component_Engineering
	T.Physical.Obsolete.1

T.Physical.Obsolete.2

A.TOE_Design

	OE.Admin_Available
	T.Ident_Auth.3

T.Physical.Destruction.IA.1

T.Physical.Destruction.IA.2

A.TOE_Design

	OE.Trusted_Facility
	T.Initialize.Configuration.1

T.Initialize.Configuration.2

A.TOE_Design

A.Trusted_Source

	OE.Physical_Security
	T.InfoSys.Printer.1

T.Insider.Misuse.Info.2

T.Eavesdrop.HMI.4

T.Social_Eng.Access.1

T.Social_Eng.Authorize.1

T.Social_Eng.Info.1

A.Personnel_Untrusted

A.Physical_Protection

A.Partial_Physical_Security

A.Policy_MoA

A.Printer_Security

A.TOE_Design

A.Visual_Security

	OE.BackhaulSLA
	A.TOE_Design

A.TOE_Operation

	OE.Enrollment_Process
	T.Admin.Enroll.1

T.Admin.Enroll.2

T.Admin.Enroll.3

T.Admin.Enroll.4

T.Admin.Enroll.6

T.Admin.Enroll.7

	


APPENDIX C: Vulnerability Analysis Support
	Vulnerability Name
	Description
	Assets Impacted (eg meter)
	Nature of the vulnerability (e.g. Proximity, access)
	Cost
	Complexity
	Type of compromise
	trust level required
	Business Impact
	Frequency
	Severity
	Consequences descripition
	Rating (Low, Med, High)
	Comments
	Provided by (Your Name)

	SPP-ICS Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	V.PLAINTEXT
	Use of clear text protocols - 
The use of clear text protocols and the transmission of business and control data unencrypted over insecure communication channels (e.g. FTP, TELNET).
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.SERVICES
	Unnecessary services enabled on system components - 
The presence of unnecessary system services on key AMI system components and subsystems that may be exploited to negatively impact on system security (e.g. sendmail, finger services).
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.REMOTE
	Remote access vulnerabilities - 
Uncontrolled external access to the corporate network (e.g. through the Internet) allowing unauthorized entry to the interconnected AMI system network. Also includes vulnerabilities introduced through poor VPN configuration, exposed wireless access points, uncontrolled modem access (e.g. through networked faxes) and weak remote user authentication techniques.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.ARCHITECTURE
	Poor system architecture designleading to weaknesses in system security posture - 
Business and operational requirements impacting on the effectiveness of deployed or planned security measures to protect the confidentiality, integrity and availability of the AMI system and its components. Poor security architecture may also lead to the bypass and tamper of AMI system security functions.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.DEVELOPMENT
	Poor system development practices leading to weakness in system implementation - 
Lack of quality processes (e.g. configuration management, quality testing) leading to errors in system implementation and third party products such as buffer overflows and errors in control algorithms.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.NOPOLICIES
	Inadequate system security policies, plans and procedures - 
Lack of formal system policies, plans and procedures (e.g. weak password policies, no incident response plans, irregular compliance audits, poor configuration management policies and procedures, poor system auditing practices, backup procedures etc).
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.SPOF
	Single Points of Failure - 
Poor security architecture design leading to one or more single points of failure in the AMI system and resulting in system unavailability.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.NOTRAINING
	Inadequate user training - 
Inadequate training on system security issues leading to poor user security awareness.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.3RDPARTY
	Unauthorized access to AMI system via 3rd party network - 
Unauthorized user access to the AMI system or its components via a 3rd party network connection.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	V.NORISK
	Lack of risk assessment - 
Inadequate risk assessment activities performed on critical assets leading to a poor understanding of the security posture of the AMI system and the security controls needed to counter security risks to the organization.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Policy and Procedure Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Inadequate security policy for the AMI system
	Vulnerabilities are often introduced into AMI system due to inadequate policies or the lack of policies specifically for control system security.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	No formal AMI system security training and awareness program
	A documented formal security training and awareness program is designed to keep staff up to date on organizational security policies and procedures as well as industry cyber security standards and recommended practices. Without training on specific AMI system policies and procedures, staff cannot be expected to maintain a secure AMI system environment.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Inadequate security architecture and design
	Control engineers have historically had minimal training in security and until relatively recently vendors have not included security features in their products
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	No specific or documented security procedures were developed from the security policy for the AMI system
	Specific security procedures should be developed and employees trained for the AMI system. They are the roots of a sound security program.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Absent or deficient AMI system equipment implementation guidelines
	Equipment implementation guidelines should be kept up to date and readily available. These guidelines are an integral part of security procedures in the event of an AMI system malfunction.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of administrative mechanisms for security enforcement
	Staff responsible for enforcing security should be held accountable for administering documented security policies and procedures.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Few or no security audits on the AMI system
	Independent security audits should review and examine a system’s records and activities to determine the adequacy of system controls and ensure compliance with established AMI system security policy and procedures. Audits should also be used to detect breaches in AMI system security services and recommend changes as countermeasures which may include making existing security controls more robust and/or adding new security controls.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	No AMI system specific continuity of operations or disaster recovery plan (DRP)
	A DRP should be prepared, tested and available in the event of a major hardware or software failure or destruction of facilities. Lack of a specific DRP for the AMI system could lead to extended downtimes and production loss.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of AMI system specific configuration change management
	A process for controlling modifications to hardware, firmware, software, and documentation should be implemented to ensure an AMI system is protected against inadequate or improper modifications before, during, and after system implementation. A lack of configuration change management procedures can lead to security oversights, exposures, and risks.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	OS and vendor software patches may not be developed until significantly after security vulnerabilities are found
	Because of the complexity of AMI system software and possible modifications to the underlying OS, changes must undergo comprehensive regression testing. The elapsed time for such testing and subsequent distribution of updated software provides a long window of vulnerability
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Platform Configuration Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	OS and application security patches are not maintained
	Out-of-date OSs and applications may contain newly discovered vulnerabilities that could be exploited. Documented procedures should be developed for how security patches will be maintained.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	OS and application security patches are implemented without exhaustive testing
	OS and application security patches deployed without testing could compromise normal operation of the AMI system. Documented procedures should be developed for testing new security patches.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Default configurations are used
	Using default configurations often leads to insecure and unnecessary open ports and exploitable services and applications running on hosts.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Critical configurations are not stored or backed up
	Procedures should be available for restoring AMI system configuration settings in the event of accidental or adversary-initiated configuration changes to maintain system availability and prevent loss of data. Documented procedures should be developed for maintaining AMI system configuration settings.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Data unprotected on portable device
	If sensitive data (e.g., passwords, dial-up numbers) is stored in the clear on portable devices such as laptops and PDAs and these devices are lost or stolen, system security could be compromised. Policy, procedures, and mechanisms are required for protection.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of adequate password policy
	Password policies are needed to define when passwords must be used, how strong they must be, and how they must be maintained. Without a password policy, systems might not have appropriate password controls, making unauthorized access to systems more likely. Password policies should be developed as part of an overall AMI system security program taking into account the capabilities of the AMI system to handle more complex passwords.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	No password used
	Passwords should be implemented on AMI system components to prevent unauthorized access. Password-related vulnerabilities include having no password for:
• System login (if the system has user accounts)
• System power-on (if the system has no user accounts)
• System screen saver (if an AMI system component is unattended over time)
Password authentication should not hamper or interfere with emergency actions for AMI system. 
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Password disclosure
	Passwords should be kept confidential to prevent unauthorized access. Examples of password disclosures include:
• Posting passwords in plain sight, local to a system
• Sharing passwords to individual user accounts with associates
• Communicating passwords to adversaries through social engineering
• Sending passwords that are not encrypted through unprotected communications
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Password guessing
	Poorly chosen passwords can easily be guessed by humans or computer algorithms to gain unauthorized access. Examples include:
• Passwords that are short, simple (e.g., all lower-case letters), or otherwise do not meet typical strength requirements. Password strength also depends on the specific AMI system capability to handle more stringent passwords
• Passwords that are set to the default vendor supplied value
• Passwords that are not changed on a specified interval
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Inadequate access controls applied
	Poorly specified access controls can result in giving an AMI system user too many or too few privileges. The following exemplify each case:
• System configured with default access control settings gives an operator administrative privileges
• System improperly configured results in an operator being unable to take corrective actions in an emergency situation
Access control policies should be developed as part of an AMI system security program.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Platform Hardware Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Inadequate testing of security changes
	Many AMI system facilities, especially smaller facilities, have no test facilities, so security changes must be implemented using the live operational systems
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Inadequate physical protection for critical systems
	Access to the control center, field devices, portable devices, media, and other AMI system components needs to be controlled. Many remote sites are often not staffed and it may not be feasible to physically monitor them.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Unauthorized personnel have physical access to equipment
	Physical access to AMI system equipment should be restricted to only the necessary personnel, taking into account safety requirements, such as emergency shutdown or restarts. Improper access to AMI system equipment can lead to any of the following:
• Physical theft of data and hardware
• Physical damage or destruction of data and hardware
• Unauthorized changes to the functional environment (e.g., data connections, unauthorized use of removable media, adding/removing resources)
• Disconnection of physical data links
• Undetectable interception of data (keystroke and other input logging)
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Insecure remote access on AMI system components
	Modems and other remote access capabilities that enable control engineers and vendors to gain remote access to systems should be deployed with security controls to prevent unauthorized individuals from gaining access to the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Dual network interface cards (NIC) to connect networks
	Machines with dual NAMI system connected to different networks could allow unauthorized access and passing of data from one network to another.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Undocumented assets
	To properly secure an AMI system, there should be an accurate listing of the assets in the system. An inaccurate representation of the control system and its components could leave an unauthorized access point or backdoor into the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Radio frequency and electro-magnetic pulse (EMP)
	The hardware used for control systems is vulnerable to radio frequency electro-magnetic pulses (EMP). The impact can range from temporary disruption of command and control to permanent damage to circuit boards.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of backup power
	Without backup power to critical assets, a general loss of power will shut down the AMI system and could create an unsafe situation. Loss of power could also lead to insecure default settings.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Loss of environmental control
	Loss of environmental control could lead to processors overheating. Some processors will shut down to protect themselves; some may continue to operate but in a minimal capacity, producing intermittent errors; and some just melt if they overheat.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of redundancy for critical components
	Lack of redundancy in critical components could provide single point of failure possibilities
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Platform Software Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Buffer overflow
	Software used to implement an AMI system could be vulnerable to buffer overflows; adversaries could exploit these to perform various attacks.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Installed security capabilities not enabled by default
	Security capabilities that were installed with the product are useless if they are not enabled or at least identified as being disabled.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Denial of service (DoS)
	AMI system software could be vulnerable to DoS attacks, resulting in the prevention of authorized access to a system resource or delaying system operations and functions.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Mishandling of undefined, poorly defined, or “illegal” conditions
	Some AMI system implementations are vulnerable to packets that are malformed or contain illegal or otherwise unexpected field values.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	OLE for Process Control (OPC) relies on Remote Procedure Call (RPC) and Distributed Component Object Model (DCOM)
	Without updated patches, OPC is vulnerable to the known RPC/DCOM vulnerabilities.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Use of insecure industry-wide AMI system protocols
	Distributed Network Protocol (DNP) 3.0, Modbus, Profibus, and other protocols are common across several industries and protocol information is freely available. These protocols often have few or no security capabilities built in.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Use of clear text
	Many AMI system protocols transmit messages in clear text across the transmission media, making them susceptible to eavesdropping by adversaries.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Unneeded services running
	Many platforms have a wide variety of processor and network services defined to operate as a default. Unneeded services are seldom disabled and could be exploited.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Use of proprietary software that has been discussed at conferences and in periodicals
	Proprietary software issues are discussed at international IT, AMI system and “Black Hat” conferences and available through technical papers, periodicals and listservers. Also, AMI system maintenance manuals are available from the vendors. This information can help adversaries create successful attacks against AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Inadequate authentication and access control for configuration and programming software
	Unauthorized access to configuration and programming software could provide the ability to corrupt a device.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Intrusion detection/prevention software not installed
	Incidents can result in loss of system availability; the capture, modification, and deletion of data; and incorrect execution of control commands. IDS/IPS software may stop or prevent various types of attacks, including DoS attacks, and also identify attacked internal hosts, such as those infected with worms. IDS/IPS software must be tested prior to deployment to determine that it does not compromise normal operation of the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Logs not maintained
	Without proper and accurate logs, it might be impossible to determine what caused a security event to occur.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Incidents are not detected
	Where logs and other security sensors are installed, they may not be monitored on a real-time basis and therefore security incidents may not be rapidly detected and countered.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Platform Malware Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Malware protection software not installed
	Malicious software can result in performance degradation, loss of system availability, and the capture, modification, or deletion of data. Malware protection software, such as antivirus software, is needed to prevent systems from being infected by malicious software.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Malware protection software or definitions not current
	Outdated malware protection software and definitions leave the system open to new malware threats.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Malware protection software implemented without exhaustive testing
	Malware protection software deployed without testing could impact normal operation of the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Network Configuration Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Weak network security architecture
	The network infrastructure environment within the AMI system has often been developed and modified based on business and operational requirements, with little consideration for the potential security impacts of the changes. Over time, security gaps may have been inadvertently introduced within particular portions of the infrastructure. Without remediation, these gaps may represent backdoors into the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Data flow controls not employed
	Data flow controls, such as access control lists (ACL), are needed to restrict which systems can directly access network devices. Generally, only designated network administrators should be able to access such devices directly. Data flow controls should ensure that other systems cannot directly access the devices.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Poorly configured security equipment
	Using default configurations often leads to insecure and unnecessary open ports and exploitable network services running on hosts. Improperly configured firewall rules and router ACLs can allow unnecessary traffic.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Network device configurations not stored or backed up
	Procedures should be available for restoring network device configuration settings in the event of accidental or adversary-initiated configuration changes to maintain system availability and prevent loss of data. Documented procedures should be developed for maintaining network device configuration settings.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Passwords are not encrypted in transit
	Passwords transmitted in clear text across transmission media are susceptible to eavesdropping by adversaries, who could reuse them to gain unauthorized access to a network device. Such access could allow an adversary to disrupt AMI system operations or to monitor AMI system network activity.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Passwords exist indefinitely on network devices
	Passwords should be changed regularly so that if one becomes known by an unauthorized party, the party has unauthorized access to the network device only for a short time. Such access could allow an adversary to disrupt AMI system operations or monitor AMI system network activity.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Inadequate access controls applied
	Unauthorized access to network devices and administrative functions could allow a user to disrupt AMI system operations or monitor AMI system network activity.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Network Hardware Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Inadequate physical protection of network equipment
	Access to network equipment should be controlled to prevent damage or destruction.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Unsecured physical ports
	Unsecured universal serial bus (USB) and PS/2 ports could allow unauthorized connection of thumb drives, keystroke loggers, etc.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Loss of environmental control
	Loss of environmental control could lead to processors overheating. Some processors will shut down to protect themselves, and some just melt if they overheat.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Non-critical personnel have access to equipment and network connections
	Physical access to network equipment should be restricted to only the necessary personnel. Improper access to network equipment can lead to any of the following:
• Physical theft of data and hardware
• Physical damage or destruction of data and hardware
• Unauthorized changes to the security environment (e.g., altering ACLs to permit attacks to enter a network)
• Unauthorized interception and manipulation of network activity
• Disconnection of physical data links or connection of unauthorized data links
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Lack of redundancy for critical networks
	Lack of redundancy in critical networks could provide single point of failure possibilities
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Network Perimeter Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	No security perimeter defined
	If the control network does not have a security perimeter clearly defined, then it is not possible to ensure that the necessary security controls are deployed and configured properly. This can lead to unauthorized access to systems and data, as well as other problems.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Firewalls nonexistent or improperly configured
	A lack of properly configured firewalls could permit unnecessary data to pass between networks, such as control and corporate networks. This could cause several problems, including allowing attacks and malware to spread between networks, making sensitive data susceptible to monitoring/eavesdropping on the other network, and providing individuals with unauthorized access to systems.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Control networks used for non-control traffic
	Control and non-control traffic have different requirements, such as determinism and reliability, so having both types of traffic on a single network makes it more difficult to configure the network so that it meets the requirements of the control traffic. For example, non-control traffic could inadvertently consume resources that control traffic needs, causing disruptions in AMI system functions.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Control network services not within the control network
	Where IT services such as Domain Name System (DNS),and/or Dynamic Host Configuration Protocol (DHCP) are used by control networks, they are often implemented in the IT network, causing the AMI system network to become dependent on the IT network that may not have the reliability and availability requirements needed by the AMI system.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	Network Monitoring and Logging Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Inadequate firewall and router logs
	Without proper and accurate logs, it might be impossible to determine what caused a security incident to occur.
	
	
	
	
	
	
	
	
	
	
	
	
	Neil Greenfield

	No security monitoring on the AMI system network
	Without regular security monitoring, incidents might go unnoticed, leading to additional damage and/or disruption. Regular security monitoring is also needed to identify problems with security controls, such as misconfigurations and failures.
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	Communications Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Critical monitoring and control paths are not identified
	Rogue and/or unknown connections into the AMI system can leave a backdoor for attacks.
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	Standard, well-documented communication protocols are used in plain text
	Adversaries that can monitor the AMI system network activity can use a protocol analyzer or other utilities to decode the data transferred by protocols such as telnet, File Transfer Protocol (FTP), and Network File System (NFS). The use of such protocols also makes it easier for adversaries to perform attacks against the AMI system and manipulate AMI system network activity.
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	Authentication of users, data or devices is substandard or nonexistent
	Many AMI system protocols have no authentication at any level. Without authentication, there is the potential to replay, modify, or spoof data or to spoof devices such as sensors and user identities.
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	Lack of integrity checking for communications
	There are no integrity checks built into most industrial control protocols; adversaries could manipulate communications undetected. To ensure integrity, the AMI system can use lower-layer protocols (e.g., IPsec) that offer data integrity protection.
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	Wireless Connection Vulnerabilities
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Inadequate authentication between clients and access points
	Strong mutual authentication between wireless clients and access points is needed to ensure that clients do not connect to a rogue access point deployed by an adversary, and also to ensure that adversaries do not connect to any of the AMI system’s wireless networks.
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	Inadequate data protection between clients and access points
	Sensitive data between wireless clients and access points should be protected using strong encryption to ensure that adversaries cannot gain unauthorized access to the unencrypted data.
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Figure � SEQ Figure \* ARABIC �1� - Risk Assessment Element Mapping








�Definition taken from EPRI IECSA Architecture Volume IV Appendix A


�Ref. SSE-CMM v3 – Prioritize Capabilities section p.127


�Missing Authentication, and Authorization. Most of the disclosure and usurpation attacks are based on compromising either or both of A&A.


�Non repudiation is generally considered part of Integrity and only called out separately as a highlight or refinement of integrity protections. (Generally a combination of authentication and integrity)


�In general, incomplete – especially when considering the funding aspect. Any or all of these can be compromised (e.g. subverted into being an ageng of a third party) by a third party with substantial resources. 





Some additional roles – each of these has a unique motivation and generally will focus on specific things of interest within the system.





Contract Insider – An insider with a limited relationship to the AMS, authorized to do certain limited tasks, but able to use that access to do other unauthorized activities





Outsider (Retail Attacks) – An outsider whose primary interest relates to attacks that affect a small number (e.g. approximately 1) of customers





Outsider (Wholesale Attacks) – An outsider whose primary interest relates to attacks that affect a broad number (e.g. neighborhood, substation branch, system) of customers generally for the purposes of disruption, or subversion of the system for other purposes.





Outsider (National) – An outsider whose primary interests are related to its national security and who may consider the use of attacks on the AMI grid as legitimate means for advancing its interests.





Customer (Wholesale) – A customer who has customers to which it distributes energy and may or may not have a subsidiary AMI relationship with.


�This type of matrix needs to be generated from the specific threat analysis; it is meaningless and inaccurate in its current form…





�Why not?  The system should provide mechanism to fail safe inadvertent actions that can have catastrophic effects…


�Brute force is an exploit not a threat. The threat is compromise of the credential


�Exploit. Threat is Intrusion or data insertion.


�Exploit. Threat is subversion of the system. [This one is hard – malware is a vector for getting control of the system – its not so much deploying the malware as the AMS being convinced to run or install it.]


�Exploit. Threat is to confidentiality, integrity or subverting the system


�Exploit. Threat is too generic here – it feeds into mechanisms to use other exploits to subvert the system, read data, or analyze the control structures for points of weakness.


�Exploit. 


�Yes, if one requires strong authentication to join the AMI network…





�Is this just a form of failed authentication?


�Is this just a form of failed authentication?


�Hmmm…  On a published API, what is your point here???


�See comment above; I don’t get the threat???


�Add in “Personnel – use of untrusted or unvetted operators, installers, or administrators”


�This is a good asset description but the following list needs better clarification and details added.


�What does this refer to? Security tokens?


�Assume these refer to Security Keys?


�Is the is the service interface on the device?


�What do you mean by “the system”?  Malicious code is not “part of the system”, it is code that has been injected into the system…





�What is missing from this discussion is the likelihood of the attack based on cost (e.g., if the cost to implement is low, then the likelihood of occurrence is high)…





�Depending upon the key management scheme used; the keys may be dynamically generated by each of the mutually authenticated device/system – e.g., by the Meter and the AAA server…





�This would only be relevant if one stored it in the meter – which would be “brain dead”; not to mention a very weak security model;





I hope this does not refer to the current proposals floating around to use the C12.19 Application passwords as cryptographic key material, or as network identity credentials…





�The first item would be bad practice; the second item is not a threat if the field tool has authenticated / authorized access to the device…





�The exact reason one should use ephemeral cryptographic keys, that are generated by a method that protects against this type of attack…





�The above examples are not even close to being a advanced metering infrastructure threat matrix; and they should not be presented as such…





�PAGE \# "'Page: '#'�'"  ��What Common Criteria do these refer to?  The nomenclature does not appear to map to ISO/IEC 15408 Common Criteria for Information Technology Security Evaluation, which is the common security industry reference when referring to the phrase “Common Criteria”. Link: � HYPERLINK "http://www.commoncriteriaportal.org/index.php" ��http://www.commoncriteriaportal.org/index.php�


�Entity appears to have a greater meaning than an atomic unit of data


�How were the Severity & Likelihood values determined, and by whom? 





I don’t believe we can accept them at “face value” 





�T.Admin.Enroll.2-.5 are the same as revised T.Admin.Enroll.1


�How is this a threat scenario?


�Items T.Admin.Policy.1-.3 are the same as revised T.Admin.Enroll.1


�This may be out of scope if the “other system” is not part of the AMI System…





�same as revised T.Admin.Enroll.1


�what is an organizational policy?


�Presupposes a particular system design


�Presupposes a particular system design





�Presupposes a particular system design





�Presupposes a particular system design
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LikelihoodAndConsequences

		Consequence

		1		Negligible - no impact/consequence

		2		Minor - would threaten an element of the function

		3		Moderate - necessitating significant adjustment to overall function

		4		Major - would threaten functional goals / objectives

		5		Sever - would stop achievement of functional goals / objectives

		Likelihood

		A		Almost Certain - expected in most circumstances

		B		Likely - will probably occur in most circumstances

		C		Possible - could occur at some time

		D		Unlikely - not expected to occur

		E		Rare - exceptional circumstances only






_1266122596.xls
System Asset Identification

		Asset Name				AMI Security Services Domain		Asset Category		Sub-category		Asset Type		Security Level		Criticality Level		Classification		Asset System Description																																						Asset Category		Sub-category		Security Level		Criticality		Classification		Asset System Description

		Advanced Metrology				Edge Services - Utility						Logical/Physical Components																																										Edge Services - Utility		System Messages		Information		Sensitive		Tier 1		Mission Critical		Critical		Applications

		Aggregated Demand Response Dialogue				Utility Operations		Information		Sensitive		System Messages																																										Utility Operations		System Component		Equipment		Protected		Tier 2		Important		High		Major Applications

		Aggregated Measurements				Utility Operations		Information		Sensitive		System Messages																																										Network Operations		Actors		Inventories		Public		Tier 3		Supportive		Medium		General Support System (GSS)

		Aggregated Measurements (subset)				Network Operations		Information		Sensitive		System Messages																																										Communication Services		Logical/Physical Components		Personnel		Network						Low

		Aggregation Transport				Communication Services						Logical/Physical Components																																										Edge Services - Premise				Services		Computing

		AMI Component Vendor				Edge Services - Utility						Actors																																														Facilities		Telecom

		AMI Data Collection				Edge Services - Utility						Logical/Physical Components																																														Financial Resources		Transportation

		AMI Data Marts				Utility Operations						Logical/Physical Components																																																Special Purpose

		AMI Data Warehouse				Utility Operations						Logical/Physical Components																																																Maintenance

		AMI Database Server				Utility Operations						Logical/Physical Components																																																Material

		AMI Headend				Communication Services						Logical/Physical Components																																																Finished Goods

		AMI Meter				Edge Services - Premise						System Component																																																Staff

		AMI Meter				Edge Services - Premise						Logical/Physical Components																																																Outsiders

		AMI Real-time Customer Web Access				Utility Operations						Logical/Physical Components																																																Contractors

		Archival Storage				Utility Operations						Logical/Physical Components																																																Temporary Workers

		Automated Distribution Regulators				Edge Services - Utility						Logical/Physical Components																																																Movement

		Automated P/E				Edge Services - Utility						Logical/Physical Components																																																Training

		Bills				Utility Operations		Information		Sensitive		System Messages																																																Infrastructure

		Building Management System				Edge Services - Premise						Logical/Physical Components																																																R&D

		Capacitor Bank Control				Communication Services						Logical/Physical Components

		Cellular				Communication Services						Logical/Physical Components

		Central Capacitor Control System				Edge Services - Utility						Logical/Physical Components

		Circuit & Automatic Recloser Lockout Alarms (CARLA)				Edge Services - Utility						Logical/Physical Components

		CIS				Network Operations						Logical/Physical Components

		Communications System Operator				Network Operations						Actors

		Concentrators				Communication Services						Logical/Physical Components

		Cost Calculations				Utility Operations		Information		Sensitive		System Messages

		Customer				Edge Services - Premise						Actors

		Customer Contact				Utility Operations		Information		Sensitive		System Messages

		Customer Display Access				Edge Services - Premise		Information		Sensitive		System Messages

		Customer Messages				Edge Services - Premise		Information		Sensitive		System Messages

		Customer Representative				Utility Operations						Actors

		Customer Service Requests				Utility Operations		Information		Sensitive		System Messages

		Customer Service System				Utility Operations						System Component

		Data Center Aggregator				Network Operations						System Component

		Data Center Aggregator				Utility Operations						Logical/Physical Components

		Data Center Network				Utility Operations						Logical/Physical Components

		Data Collector Unit				Communication Services						Logical/Physical Components

		Data Retrievers				Communication Services						System Component

		Demand Response Dialogue				Utility Operations		Information		Sensitive		System Messages

		Demand Response Services				Network Operations		Information		Sensitive		System Messages

		Dispatcher				Network Operations						Actors

		Display Device				Edge Services - Premise						System Component

		Distribution Automation Node				Network Operations						System Component

		Distribution Automation Nodes				Communication Services						Logical/Physical Components

		Distribution Control & Monitoring System				Edge Services - Utility						Logical/Physical Components

		Distribution Generation				Edge Services - Premise						Logical/Physical Components

		Distribution Management System (DMS)				Network Operations						Logical/Physical Components

		Distribution Resources Availability and Control System				Network Operations						System Component

		Distribution Status				Network Operations		Information		Sensitive		System Messages

		DR Enrollment and Status				Utility Operations		Information		Sensitive		System Messages

		Edge Servers				Utility Operations						Logical/Physical Components

		Energy Market				Edge Services - Utility		Information		Sensitive		System Messages

		Energy Trader				Edge Services - Utility						Actors

		Equipment Control				Edge Services - Premise		Information		Sensitive		System Messages

		Equipment Orders				Utility Operations		Information		Sensitive		System Messages

		Equipment Procurement System				Utility Operations						System Component

		Event Notifications				Network Operations		Information		Sensitive		System Messages

		FFA				Network Operations						Logical/Physical Components

		Field Elements				Edge Services - Utility						System Component

		Field Person				Edge Services - Utility						Actors

		Field Tool				Edge Services - Utility						System Component

		Firewalls				Network Operations						Logical/Physical Components

		Fixed Wireless or PLC				Communication Services						Logical/Physical Components

		Forecasting & Settlement				Network Operations						Logical/Physical Components

		Gateway Management				Edge Services - Premise		Information		Sensitive		System Messages

		Grid Control Center				Network Operations						System Component

		HAN Telecom				Edge Services - Utility						Logical/Physical Components

		Independent System Operator				Edge Services - Utility						Actors

		In-home Display				Edge Services - Premise						Logical/Physical Components

		Initial Program				Edge Services - Premise		Information		Sensitive		System Messages

		Installation Data				Edge Services - Premise		Information		Sensitive		System Messages

		Intelligent Fault Indicators				Edge Services - Utility						Logical/Physical Components

		Invoices				Utility Operations		Information		Sensitive		System Messages

		LAN/WAN Telecom				Communication Services						Logical/Physical Components

		LCD Display				Edge Services - Premise						Logical/Physical Components

		Load Control				Utility Operations						Logical/Physical Components

		Load Control Device				Edge Services - Premise						System Component

		Load Control Devices				Edge Services - Premise						Logical/Physical Components

		Local Measurements and Status				Edge Services - Utility		Information		Sensitive		System Messages

		Local Meter Maintenance				Edge Services - Utility		Information		Sensitive		System Messages

		Maintenance Planner				Utility Operations						Actors

		MCU & Flash Memory				Edge Services - Premise						Logical/Physical Components

		Measurements and Status				Communication Services		Information		Sensitive		System Messages

		Meter and Distributed Generation Status				Network Operations		Information		Sensitive		System Messages

		Meter Communications				Communication Services						Logical/Physical Components

		Meter Data Management System				Utility Operations						System Component

		Meter Data Management System				Utility Operations						Logical/Physical Components

		Meter Display Access				Edge Services - Premise		Information		Sensitive		System Messages

		Meter Management				Utility Operations		Information		Sensitive		System Messages

		Meter Management System				Utility Operations						System Component

		Metering				Edge Services - Utility						Logical/Physical Components

		Meters				Edge Services - Premise						Logical/Physical Components

		Middleware				Utility Operations						Logical/Physical Components

		Monitored Equipment				Edge Services - Premise						System Component

		Neighborhood Aggregators				Communication Services						Logical/Physical Components

		Network Management				Network Operations		Information		Sensitive		System Messages

		Other Measurements				Utility Operations		Information		Sensitive		System Messages

		Other Meters				Edge Services - Premise						Logical/Physical Components

		Outage Coordination				Network Operations		Information		Sensitive		System Messages

		Outage Management System				Utility Operations						System Component

		Outage Management System (OMS)				Network Operations						Logical/Physical Components

		Planners, Forecasters, etc.				Utility Operations						Actors

		PLC				Communication Services						Logical/Physical Components

		Pole Top Collectors				Communication Services						Logical/Physical Components

		Power Procurement System				Utility Operations						System Component

		Premise Gateway				Edge Services - Premise						System Component

		Premise Gateway				Communication Services						Logical/Physical Components

		Programmable Communicating Thermostat (PCT)				Edge Services - Premise						Logical/Physical Components

		Programmable Disconnect Switch				Edge Services - Utility						Logical/Physical Components

		Programmable Firmware				Edge Services - Premise						Logical/Physical Components

		Public/Private Network				Network Operations						Logical/Physical Components

		Publishers				Communication Services						Logical/Physical Components

		Radio				Communication Services						Logical/Physical Components

		Rate and Prepayment Info				Utility Operations		Information		Sensitive		System Messages

		Real-time Response Feedback				Network Operations		Information		Sensitive		System Messages

		Remote Automatic Reclosers				Edge Services - Utility						Logical/Physical Components

		Remote Control Switches				Edge Services - Utility						Logical/Physical Components

		Remote Fault Indicators				Edge Services - Utility						Logical/Physical Components

		Remote Transmission Switches				Edge Services - Utility						Logical/Physical Components

		Remote Vacuum Fault Interrupters				Edge Services - Utility						Logical/Physical Components

		Repeater				Communication Services						Logical/Physical Components

		Revenue Metrology				Edge Services - Utility						Logical/Physical Components

		RF Network System Controller				Communication Services						Logical/Physical Components

		RFID				Communication Services						Logical/Physical Components

		Routers				Network Operations						Logical/Physical Components

		SAP				Network Operations						Logical/Physical Components

		SCADA				Network Operations		Information		Sensitive		System Messages

		SCADA				Network Operations						Logical/Physical Components

		Settlement-Ready Usage Data				Utility Operations		Information		Sensitive		System Messages

		Small Power Transformer/Power Supply				Edge Services - Utility						Logical/Physical Components

		Sub-metering				Edge Services - Premise						Logical/Physical Components

		Switches				Network Operations						Logical/Physical Components

		System Management Console				Network Operations						System Component

		System Management Console				Network Operations						Logical/Physical Components

		System Operator				Network Operations						Actors

		Tape Backup				Utility Operations						Logical/Physical Components

		Telecom Control Center				Network Operations						System Component

		Theft/Tamper Detection				Edge Services - Premise						Logical/Physical Components

		Third Parties				Edge Services - Utility						System Component

		Third Party Meter Reader				Edge Services - Utility						System Component

		Troubleshooting and Provisioning Services				Network Operations		Information		Sensitive		System Messages

		Utility Web Site				Utility Operations						System Component

		Validated Measurements				Communication Services		Information		Sensitive		System Messages

		Validated Measurements (subset)				Communication Services		Information		Sensitive		System Messages

		Web Self Service				Utility Operations						Logical/Physical Components

		Web Services Application Server				Utility Operations						Logical/Physical Components

		Web Services Portal Server				Utility Operations						Logical/Physical Components

		Website Customer Access				Utility Operations		Information		Sensitive		System Messages

		Website Customer Information				Utility Operations		Information		Sensitive		System Messages

		Wholesale Transaction Records				Utility Operations		Information		Sensitive		System Messages





System Interface Chart

		AMI System Interfaces				AMI Security Services Domain		System Components Interfacing																																																Actors

								Third Parties		Power Procurement System		Data Retrievers		Grid Control Center		Distribution Resources Availability and Control System		Meter Data Management System		Utility Web Site		Customer Service System		Outage Management System		Distribution Automation Node		Data Center Aggregator		Third Party Meter Reader		Equipment Procurement System		System Management Console		Premise Gateway		Telecom Control Center		Meter Management System		AMI Meter		Load Control Device		Display Device		Monitored Equipment		Field Elements		Field Tool				Independent System Operator		Energy Trader		Planners, Forecasters, etc.		System Operator		Dispatcher		Maintenance Planner		Customer Representative		Communications System Operator		Field Person		AMI Component Vendor		Customer

		System Components		Third Parties		Utility Operation				X						X		X				X								X

				Power Procurement System		Utility Operation		X								X						X

				Data Retrievers		Network Operations		X										X										X

				Grid Control Center		Utility Operation										XX										X

				Distribution Resources Availability and Control System		Network Operations		X		X				XX				X				X						XX

				Meter Data Management System		Utility Operation		X				X				X				X		XX						XX						XX

				Utility Web Site		Utility Operation												X				X																																																						X

				Customer Service System		Utility Operation		X		X						X		X		X														X		X																																X								X

				Outage Management System		Utility Operation																												X

				Distribution Automation Node		Communications Services								XX																				XX								X

				Data Center Aggregator		Network Operations						X				XX		X												X				XX		XX						X

				Third Party Meter Reader		Utility Operation		X																				X

				Equipment Procurement System		Utility Operation																												XX						XX

				System Management Console		Network Operations												XX				XX		XX		XX		XX				XX				XX		XX		XX		XX										XX

				Premise Gateway		Edge Services - Premise																XX						X						XX								XX		XX		X		X

				Telecom Control Center		Network Operations																												XX																XX

				Meter Management System		Utility Operation																										XX		XX																		XX

				AMI Meter		Edge Services - Premise																				X		X						XX		XX																XX																						X		XX

				Load Control Device		Edge Services - Premise																														XX

				Display Device		Edge Services - Premise																														XX																																								X

				Monitored Equipment		Edge Services - Premise																														X

				Field Elements		Edge Services - Utility																												XX				XX

				Field Tool		Edge Services - Utility																												XX						XX		XX

		Actors		Independent System Operator		Edge Services - Premise						X		X

				Energy Trader		Edge Services - Premise				X

				Planners, Forecasters, etc.		Utility Operations						X

				System Operator		Utility Operations								X

				Dispatcher		Network Operations																		X

				Maintenance Planner		Utility Operations																										X

				Customer Representative		Utility Operations																X

				Communications System Operator		Network Operations																																X

				Field Person		Edge Services - Utility																																														X

				AMI Component Vendor		Edge Services - Utility																																				X

				Customer		Edge Services - Premise														X		X																								X																						X





System Messages Chart

		AMI System Interfaces				System Messages

						Aggregated Demand Response Dialogue		Aggregated Measurements		Aggregated Measurements (subset)		Bills		Cost Calculations		Customer Contact		Customer Display Access		Customer Messages		Customer Service Requests		Demand Response Dialogue		Demand Response Services		Distribution Status		DR Enrollment and Status		Energy Market		Equipment Control		Equipment Orders		Event Notifications		Gateway Management		Initial Program		Installation Data		Invoices		Local Measurements and Status		Local Meter Maintenance		Measurements and Status		Meter and Distributed Generation Status		Meter Display Access		Meter Management		Network Management		Other Measurements		Outage Coordination		Rate and Prepayment Info		Real-time Response Feedback		SCADA		Settlement-Ready Usage Data		Troubleshooting and Provisioning Services		Validated Measurements		Validated Measurements (subset)		Website Customer Access		Website Customer Information		Wholesale Transaction Records

		System Components		Third Parties																						X						X														X																																X

				Power Procurement System																						X																																																				X						X

				Data Retrievers																																																																				X				X

				Grid Control Center																						X												X																														X		X

				Distribution Resources Availability and Control System		X		X																		X				X																																						X										X

				Meter Data Management System				X																						X																																												X		X		X

				Utility Web Site																																																																								X				X		X

				Customer Service System								X		X								X								X																																				X								X		X		X				X

				Outage Management System																																																												X

				Distribution Automation Node																								X																								X																		X

				Data Center Aggregator		X		X		X														X																												X		X								X

				Third Party Meter Reader						X																																																																				X

				Equipment Procurement System																																X

				System Management Console																								X								X				X														X				X		X				X										X				X

				Premise Gateway																X				X										X						X								X														X				X

				Telecom Control Center																																																								X				X

				Meter Management System																																X								X																														X

				AMI Meter																																						X						X		X		X				X		X

				Load Control Device																														X

				Display Device														X		X

				Monitored Equipment																																																										X

				Field Elements																																																								X

				Field Tool																																								X						X																								X

		Actors		Independent System Operator																																		X																																		X

				Energy Trader																																																																										X						X

				Planners, Forecasters, etc.				X																																																																X				X

				System Operator																						X												X																														X		X

				Dispatcher																																																												X

				Maintenance Planner																																X

				Customer Representative												X						X

				Communications System Operator																																																								X				X

				Field Person																																								X						X																								X

				AMI Component Vendor																																						X

				Customer								X				X		X																																						X																								X





System Logical Arch Com

						Security Domain														Network Hierarchy Layer								Architecture Layer

						Edge Services				Communications Services		Network Operations				Utility Operations				Core		Distribution		Access				Physical		Network		Platform		Data Management		Application		Process

						Premise		Utility				Trust Management		Trust Enforcement						Edge Data Center		Field Elements		Customer Premise

		Edge Servers																		X												X

		Web Services Application Server																		X												X

		AMI Data Collection																		X														X

		AMI Database Server																		X												X

		AMI Data Warehouse																		X														X

		AMI Data Marts																		X														X				X

		Tape Backup																		X												X

		Archival Storage																		X												X

		Data Center Network																		X										X

		Middleware																		X												X

		AMI Real-time Customer Web Access																		X																X		X

		Web Services Portal Server																		X

		Web Self Service																		X																X		X

		SCADA																		X								X		X		X		X

		Outage Management System (OMS)																		X																X

		Distribution Management System (DMS)																		X																X

		SAP																		X																X

		CIS																		X																X

		FFA																		X																X

		Forecasting & Settlement																		X																X

		AMI Headend																				X						X		X

		Pole Top Collectors																				X						X		X

		Concentrators																				X						X		X

		Radio																				X						X		X

		Cellular																				X						X		X

		PLC																				X						X		X

		Publishers																				X														X

		Public/Private Network																				X						X		X

		Fixed Wireless or PLC																				X						X		X

		Meters																						X								X		X		X

		Meter Communications																						X				X		X

		MCU & Flash Memory																						X

		Programmable Firmware																						X

		Revenue Metrology																						X

		Advanced Metrology																						X

		RFID																						X

		LAN/WAN Telecom																				X

		HAN Telecom																				X		X

		Programmable Disconnect Switch																						X

		LCD Display																						X

		Theft/Tamper Detection																						X

		Routers																		X		X

		Switches																		X		X

		Firewalls																		X		X

		Data Collector Unit																				X

		RF Network System Controller																				X

		Load Control																		X		X

		Data Center Aggregator																		X

		System Management Console																		X

		Meter Data Management System																		X

		Repeater																				X

		Distribution Automation Nodes																				X

		Neighborhood Aggregators																				X

		Premise Gateway																						X

		AMI Meter																						X

		Other Meters																						X

		Load Control Devices																						X

		In-home Display																						X

		Building Management System																						X

		Programmable Communicating Thermostat (PCT)																						X

		Demand Side Management System																		X

		Customer Information System																		X

		Geospatial Asset Management																		X

		Work Force Management																		X

		Network Management Server																		X

		Energy Management System																		X

		Data Management																		X

		Switches & Reclosers																				X

		Capacitors																				X

		Gateways																				X

		Mobile Workforce																						X

		Customer Portal																						X

		Home LAN																						X

		Customer Demand Side Management System																						X

		Customer Distributed Generation System																						X
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2.1 Assumptions

		NAME		DESCRIPTION				NAME		DESCRIPTION

		A.ADMIN		The AMI system administrators are competent, adhere to the applicable guidance, and are not willfully negligent or malicious, but capable of error.				A.PHYSICAL_ACCESS		In accordance with organizational policy physical access controls are applied at designated physical access points throughout the system whose perimeters are defined by the organization, and personnel with authorized access is documented and maintained. Entry to secure areas is controlled and monitored on a periodic basis.

		A.CERTIFICATE_AUTHORITY		The CA used to validate AMI certificates is a trust anchor.				A.COMMS_ACCESS		In accordance with organizational policy, physical access to communication media, and connections to the media, and services allowed to go over the communications media (e.g., internet access, e-mail) is controlled, as is access to devices that display or output system control information.

		A.CORPORATE		Security controls relevant to the protection of the AMI system may be provided by the corporate environment.				A.EXTERNAL		The ICS network may have connectivity with non-ICS system networks through which Internet connectivity is possible.

		A.CRYPTO		Cryptographic algorithms used in AMI are resistant to cryptanalytic attacks.				A.COMMS_ACCESS		In accordance with organizational policy, physical access to communication media, and connections to the media, and services allowed to go over the communications media (e.g., internet access, e-mail) is controlled, as is access to devices that display or output system control information.

		A.CUSTOMER		The AMI system does not host private customer data.				A.REMOTE		Remote access to ICS components may be available to authorized individuals.

		A.OPS_CONNECT		Business and operational connections exist between the AMI system and other systems.

		A.PHYSICAL		Controls are in place to deter casual physical access to the facility.

		A.PUBLIC		The AMI system does not host public data.

		A.REMOTE		Authorized administrators may NOT access the AMI system remotely from external networks.

		A.TRUSTED_NET		Components in the AMI system may have connectivity with trusted networks.





2.2 Threat Agents

		NAME		EXPERTISE		FUNDING		TIME		DESCRIPTION				Threat Agent Label		Threat Agent		Expertise		Resources		Motivation

		TA.INSIDER		1-3		1		2		Authorized persons with employee relationship to the AMI system acting inappropriately.				AGENT.INSIDER		Trusted employee, contractor, vendor or customer		Low/High		Substantial		Non-malicious

		TA.OUTSIDER		1-3		1-3		1-3		Unauthorized external party, including foreign governments, hacktivists, rival companies, and hobbyists.				AGENT.EVIL_INSIDER		Trusted employee, contractor, vendor or customer acting inappropriately		Low/High		Substantial		Malicious

		TA.CUSTOMER		1		1		3		Authorized persons with customer relationship to the AMI system acting inappropriately.				AGENT.PRIOR_INSIDER		Former trusted employee, contractor, vendor or customer		Low/High		Moderate		Malicious

		TA.PRIOR_INSIDER		1-3		1		3		Former authorized persons to the AMI system (e.g. employee, contractor, vendor or customer) acting inappropriately.				AGENT.OUTSIDER		Unauthorized external party		High		Minimal/Moderate		Malicious

		TA.NATURAL_DISASTER		N/A		N/A		N/A		Fire, flood, tornados, extreme heat/cold, storms, and other various acts of God.				AGENT.NATURE		Environmental sources of threats such as earthquakes, flood and fire		N/A		Substantial		N/A





2.3 Threats

		NAME		DESCRIPTION				Threat Label		Threat		Description

		T.BRUTE		Exhaustive search of all possible values for a security credential or attribute (e.g. key, password or passphrase)				T.DISCLOSURE		Unauthorized Information Disclosure		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.SNIFF, ATTACK.SOCIAL) to acquire sensitive information (ASSET.COMMS, ASSET.CTRLINFO, ASSET.BUSINFO) stored on ICS components.

		T.BYPASS		Bypass of system security functions and mechanisms.				T.EVIL_ANALYSIS		Unauthorized Analysis		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.SNIFF, ATTACK.SOCIAL) to analyze sensitive information flows (ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO) protected by the STOE.

		T.DESTROY		Destruction of AMI system data, business data or configuration information.				T.EVIL_MODIFICATION		Unauthorized Modification		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.MODIFY, ATTACK.BYPASS, ATTACK.SNIFF) to modify sensitive information (ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO) stored on ICS components.

		T.DISCLOSURE		Loss of data confidentiality.				T.EVIL_DESTRUCTION		Unauthorized Destruction		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.DESTROY, ATTACK.BYPASS) to destroy sensitive information (ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO) stored on ICS components.

		T.DOS		Overloading the network and/or system resources.				T.CTRL_TAMPER		Tampering with control components		The tampering of ICS components (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS) by malicious individuals (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) via the following attacks (ATTACK.MODIFY, ATTACK.BYPASS, ATTACK.PHYSICAL).

		T.HIJACK		Commandeer one-side of an existing authenticated connection.				T.BAD_COMMAND		Integrity of Control Commands		An authorized operator (AGENT.INSIDER) accidentally issues bad commands (ATTACK.ERROR) resulting in the modification of controlled ICS processes and components (ASSET.CTRLPROCESS, ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI).

		T.MALWARE		Malicious software developed for the purposes of doing harm to a computer system or network (e.g. viruses, Trojan horses, backdoors, etc).				T.SPOOF		Spoofing legitimate users of the STOE		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.SNIFF, ATTACK.SPOOF, ATTACK.SOCIAL) to obtain user credentials (ASSET.REMOTE, ASSET.COMMS) stored on ICS server components to impersonate authorized users.

		T.MITM		Undetected insertion between two connections, where the attacker can read, insert and modify messages at will.				T.REPUDIATE		Identity repudiation		An authorized user (AGENT.INSIDER) denies having performed an action (ATTACK.ERROR) on the ICS interactive systems (ASSET.REMOTE, ASSET.COMMS, ASSET.HMI).

		T.OUTAGE		Outage of main power supply.				T.DOS		Denial of Service		An unauthorized individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.DESTROY, ATTACK.DOS) that denies service to valid users by making ICS components (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS) temporarily unavailable or unusable.

		T.PHYSICAL		Physical destruction of an asset.				T.PRIVILEGE		Elevation of privilege		An unprivileged individual (AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.ERROR, ATTACK.SNIFF, ATTACK.SPOOF, ATTACK.SOCIAL) to obtain user credentials (ASSET.REMOTE, ASSET.COMMS) stored on ICS server components to elevate privileged access to ICS components for malicious purposes.

		T.PRIVILEGE		Elevation of Privilege.				T.NO_FAULT_RECORD		Fault Detection		Faults generated by the system (AGENT.INSIDER) as a consequence of operator error and/or security breach (ATTACK.ERROR) while performing their routine tasks are not detected nor audited on ICS interactive systems (ASSET.REMOTE, ASSET.COMMS, ASSET.HMI) for further analysis and correction.

		T.REPLAY		Unauthorized replay of captured traffic.				T.DISASTER		System Unavailability due to Natural Disaster		A natural disaster (AGENT.NATURE) ceases operation of one or more components of the ICS (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS) as a consequence of earthquake, fire, flood or other unpredictable event (ATTACK.NATURE).

		T.REPUDIATE		Identity Repudiation.				T.OUTAGE		System Unavailability due to Power Outage		A natural disaster, malicious or non-malicious individual (AGENT.NATURE, AGENT.INSIDER, AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) inadvertently (or otherwise) causes a power outage affecting the availability of one or more components of the ICS (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS).

		T.SNIFF		Unauthorized traffic analysis.				T.INFECTION		Virus Infection		An individual (AGENT.INSIDER, AGENT.EVIL_INSIDER, AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) maliciously or accidentally introduces a virus to the ICS network (ATTACK.VIRUS) causing unnecessary system downtime and corruption of data (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO).

		T.SOCIAL		Social engineering of authorized users.				T.PHYSICAL_ACCESS		Unauthorized physical access		An unauthorized individual (AGENT.PRIOR_INSIDER, AGENT.OUTSIDER) directs an attack (ATTACK.PHYSICAL) to gain physical access to protected ICS components (ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS).

		T.SPOOF		Impersonating an authorized user or asset.

		T.TAMPER		Unauthorized modification of AMI system data, business data or configuration information.





2.4 Assets

		NAME		DESCRIPTION				Asset Label		Asset		Description

		AS.AUDIT_SERVICE		Secure logging and analysis for events of interest.				ASSET.ACTUATOR		Actuator		One or more devices that receive the controlled variables from the controller and feeds them into the controlled process for action.

		AS.BACKHAUL		The IP Backhaul is a WAN architecture that can be deployed over multiple physical substrates.				ASSET.SENSOR		Sensor		One or more devices that sense or detect the value of a process variable and generates a signal related to the value (includes the sensing and transmitting parts of the device).

		AS.C1219_MESSAGE		An ANSI C12.19 message in the AMI system.				ASSET.CONTROLLER		Controller		The computer system or components that processes sensor input, executes control algorithms and computes actuator outputs (e.g. Programmable Logic Controllers).

		AS.C1222_INTERFACE		The ANSI C12.22 protocol is used for communications between the AS.COLLECTION_ENGINE and AS.METER.				ASSET.HMI		HMI		The hardware or software through which an operator interacts with a controller, providing a user with a view into the manufacturing process for monitoring or controlling the process.

		AS.CELL_RELAY		The AMI Cell Relay functions as an application level router with minimal access control protections.				ASSET.REMOTE		Remote Diagnostics & Maintenance		The hardware and software devices responsible for diagnostic and maintenance activities performed on the ICS from remote locations (e.g. Remote Terminal Units, pcAnywhere). May also include the communications mechanism or protocol used to access to the ICS (e.g. VPN).

		AS.COLLECTION_ENGINE		The AMI Collection Engine is a logical set of multiple commodity blade servers that are responsible for data aggregation from one or more AS.METER.				ASSET.COMMS		Communications Infrastructure		The communications infrastructure used to bridge the control loop within an ICS. Also includes the network protocols and control equipment used to integrate ICS components and subsystems (e.g. Ethernet, wireless, RS-232 etc).

		AS.CRYPTOGRAPHIC_ENFORCEMENT		A highly-trusted proxy that handles signing and decrypting of messages.				ASSET.CTRLPROCESS		Controlled Process		The process subject to analysis and control by the ICS (including the inputs and outputs to the process).

		AS.DEPOT_CRYPTOGRAPHIC_SERVICE		Provides provisioning of the meter.				ASSET.CTRLINFO		Process Control Information		The process control information being collected by, processed by, stored on and transmitted to or from the components that constitute the process control network

		AS.KEY_MANAGEMENT_SERVICE		The AMI Key Management Service is responsible for generating and storing the keys for the system.				ASSET.BUSINFO		Process Control Business Information		The process control business or financial information being created by, processed by, stored on and transmitted to or from the components that constitute the process control network

		AS.KEY_MATERIAL		Private and symmetric keys used in the AMI system.

		AS.METER		The AMI CENTRON meter records a variety of specialized events, such as time sets, reprograms, and logins to ensure that an audit log is maintained for key events in the life of the meter. The AMI CENTRON meter generates tamper flags in response to tamper-related events.

		AS.RF_LAN		The AMI RF LAN is a proprietary frequency hopping RF network deployed in North America in the 900 Mhz ISM band.

		AS.SECURITY_OPERATIONS_CONSOLE		The AMI security operations console provides a high-level reporting view of the system’s security posture.

		AS.WEB_SERVICES		Internally, the AMI AS.COLLECTION_ENGINE uses web services interfaces to coordinate between the individual processes that comprise it.  All web service calls into the AMI AS.COLLECTION_ENGINE return a document that contains an overall invocation status of the call.  That is, the AS.COLLECTION_ENGINE always returns a document that tells the calling system if the call was successful, and if not, why with an error token.

		AS.ZIGBEE_RF		ZigBee provides low-cost, ultra-low power, long battery life wireless mesh networking based on the 802.15.4 IEEE standard, and is the interface AS.METER uses for interactions with the HAN.





2.5 Vulnerabilities

		NAME		DESCRIPTION				Vulnerability Label		Vulnerability		Description

		V.3RD_PARTY		Unauthorized access to the AMI system via a 3rd party network.				V.PLAINTEXT		Use of clear text protocols		The use of clear text protocols and the transmission of business and control data unencrypted over insecure communication channels (e.g. FTP, TELNET).

		V.API_ABUSE		The most common forms of API abuse are caused by the returner failing to honor its end of this contract, returning erroneous data.				V.SERVICES		Unnecessary services enabled on system components		The presence of unnecessary system services on key ICS components and subsystems that may be exploited to negatively impact on system security (e.g. sendmail, finger services).

		V.AUTHENTICATION		Weaknesses exist in the authentication mechanisms, including poor passwords and single factor exclusiveness.				V.REMOTE		Remote access vulnerabilities		Uncontrolled external access to the corporate network (e.g. through the Internet) allowing unauthorized entry to the interconnected ICS network. Also includes vulnerabilities introduced through poor VPN configuration, exposed wireless access points, uncontrolled modem access (e.g. through networked faxes) and weak remote user authentication techniques.

		V.COARSE_ACCESS_CONTROL		Poor or weak access controls are used that do now allow for proper separation of duties or desired granularity.				V.ARCHITECTURE		Poor system architecture designleading to weaknesses in system security posture		Business and operational requirements impacting on the effectiveness of deployed or planned security measures to protect the confidentiality, integrity and availability of the ICS and its components. Poor security architecture may also lead to the bypass and tamper of ICS security functions.

		V.CODE_PERMISSION		Software code that must run in elevated privilege mode.				V.DEVELOPMENT		Poor system development practices leading to weakness in system implementation		Lack of quality processes (e.g. configuration management, quality testing) leading to errors in system implementation and third party products such as buffer overflows and errors in control algorithms.

		V.CODE_QUALITY		Poor code quality that leads to unpredictable behavior, poor usability, and low assurance.				V.NOPOLICIES		Inadequate system security policies, plans and procedures		Lack of formal system policies, plans and procedures (e.g. weak password policies, no incident response plans, irregular compliance audits, poor configuration management policies and procedures, poor system auditing practices, backup procedures etc).

		V.DANGEROUS_API		Using vulnerable, obsolete, or insecure APIs.				V.SPOF		Single Points of Failure		Poor security architecture design leading to one or more single points of failure in the ICS and resulting in system unavailability.

		V.ERROR_HANDLING		Improper error handling that leaves the system in an insecure state.				V.NOTRAINING		Inadequate user training		Inadequate training on system security issues leading to poor user security awareness.

		V.INPUT_VALIDATION		Input that is not validated often leading to overflow, range, and type errors.  Path traversal vulnerabilities are also included.				V.3RDPARTY		Unauthorized access to ICS via 3rd party network		Unauthorized user access to the ICS or its components via a 3rd party network connection.

		V.LOGGING_AUDITING		Poor or inadequate auditing and logging mechanisms.				V.NORISK		Lack of risk assessment		Inadequate risk assessment activities performed on critical assets leading to a poor understanding of the security posture of the ICS and the security controls needed to counter security risks to the organization.

		V.PROTOCOL		Use of 'clear text', weak, or proprietary protocols.

		V.REMOTE		There are remote access vulnerabilities.

		V.SENSITIVE		Insecure protection of sensitive data in transit and storage.

		V.SERVICES		Unnecessary services are enabled on system components.

		V.SESSION_MANAGEMENT		Poor session identifiers leading to replay attacks.





2.6 Controls

		Name		Description

		C.ANTI_REPLAY		Mechanisms (nonces, RNG, timestamps) are in place to ensure detection of replay attacks.

		C.AUDIT		An historical record of transactions against assets is maintained and protected.

		C.AUTHENTICATION		The means by which an asset asserts their identification.

		C.AUTHENTICATION.BIOMETRICS

		C.AUTHENTICATION.GOOD_PASSWORD		PW Complexity / Expiration / Rotation

		C.AUTHENTICATION.OTP

		C.AUTHENTICATION.SINGLE_SIGN_ON

		C.AUTHENTICATION.SMART_CARD

		C.AUTHENTICATION.TWO_FACTOR

		C.AUTHORIZATION		The rights that are assigned to an asset.

		C.AUTHORIZATION.ACL		Access Control Lists

		C.AUTHORIZATION.CONTENT_BASED		Flexible / Extensible Security Domain Definition

		C.AUTHORIZATION.ROLE_BASED		Role Based Access Control

		C.BACKUP.FULLY_AUTOMATED

		C.BACKUP.OFFSITE

		C.BACKUP.REDUNDANT_HARDWARE

		C.CONFIDENTIALITY		Assets and messages are kept secret.

		C.CONFIDENTIALITY.ENCRYPTION		Open Standards Based Algorithms

		C.CONFIDENTIALITY.STRONG_ENCRYPTION		High Key Strength, End-to-End, FIPS 140-2 Compliant

		C.DOCUMENTATION

		C.FAULT_TOLERANCE.APPLICATION_CHECKPOINTING

		C.FAULT_TOLERANCE.DISK_MIRRORING

		C.FAULT_TOLERANCE.MULTIPLE_LOCATIONS

		C.FAULT_TOLERANCE.REDUNDANT_HARDWARE

		C.FILTER		Selective discarding of messages based on a set of rules.

		C.IDENTIFICATION		The means by which an asset is distinguished from other assets.

		C.INTEGRITY		An asset or message is tamper-evident.

		C.KEY_MANAGEMENT		Dynamic Key Change and Management

		C.NON_REPUDIATION		A transaction between two assets cannot be denied by either asset.

		C.PHYSICAL		There are minimal physical barriers for access to assets.

		C.PHYSICAL.24X7_GUARD

		C.PHYSICAL.24x7_MONITORED

		C.PHYSICAL.MAN_TRAP

		C.PRIVACY		The asset has control over data disclosure.

		C.TAMPER_DETECTION.PHYSICAL_SEALS

		C.TAMPER_DETECTION.PHYSICAL_SENSORS

		C.TRAINING





2.7 Attacks

		Name		Description		Impact		Likelihood				Attack Label		Description

														Attack		Method		Vulnerabilities		Opportunity

		A1		T.SPOOF of the AS.CRYPTOGRAPHIC_ENFORCEMENT		3		3				ATTACK.SNIFF		Unauthorized traffic analysis		Packet capture tool, keystroke logger etc		V.PLAINTEXT, V.ARCHITECTURE, V.REMOTE, V.3RDPARTY, V.NORISK		Locally & Remotely

		A2		T.HIJACK of the AS.CRYPTOGRAPHIC_ENFORCEMENT		3		3				ATTACK.REPLAY		Unauthorized replay of captured traffic		Packet capture tool, keystroke logger etc		V.PLAINTEXT, V.ARCHITECTURE, V.REMOTE, V.3RDPARTY, V.NORISK		Locally & Remotely

		A3		T.SPOOF of the AS.KEY_MANAGEMENT_SERVICE		3		3				ATTACK.SPOOF		Impersonating an authorized user		Exploitation of weak user authentication mechanism		V.PLAINTEXT, V.REMOTE, V.ARCHITECTURE, V.NOPOLICIES, V.3RDPARTY, V.NORISK		Locally & Remotely

		A4		T.HIJACK of the AS.KEY_MANAGEMENT_SERVICE		3		3				ATTACK.DOS		Overloading the network		Denial of service attack from the Internet causing system downtime		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.3RDPARTY, V.NORISK		Remotely

		A5		T.SPOOF of the AS.COLLECTION_ENGINE		3		3				ATTACK.ERROR		Operator error		ICS system operator error causing security breach		V.SERVICES, V.NOPOLICIES, V.NOTRAINING, V.NORISK		Locally

		A6		T.HIJACK of the AS.COLLECTION_ENGINE		3		2				ATTACK.SOCIAL		Social engineering of authorized users		Unsolicited contact with employee with the intent of discovering user credentials or acquiring sensitive information		V.NOPOLICIES, V.NOTRAINING, V.NORISK		Locally & Remotely

		A7		T.DOS of the AS.COLLECTION_ENGINE		3		2				ATTACK.VIRUS		Virus infection of ICS system components		Virus propagation via email system or Internet downloaded content (e.g. Trojan)		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY, V.NORISK		Locally

		A8		T.DISCLOSURE of AS.KEY_MATERIAL stored on AS.COLLECTION_ENGINE		3		2				ATTACK.DESTROY		Destruction of ICS control data, business data or configuration information		File deletion on compromised ICS file servers		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.NOPOLICIES, V.NOTRAINING, V.NORISK		Locally & Remotely

		A9		T.TAMPER of AS.C1219_MESSAGE at AS.COLLECTION_ENGINE		3		2				ATTACK.MODIFY		Modification of ICS control data, business data or configuration information		File modification on compromised ICS file servers		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.NOPOLICIES, V.NOTRAINING, V.NORISK		Locally & Remotely

		A10		T.DOS of a large population of AS.METERs through the AS.COLLECTION_ENGINE's AS.WEB_SERVICES		3		1				ATTACK.BYPASS		Bypass of system security functions and mechanisms		Modification of ICS configurations of components		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.NORISK		Locally & Remotely

		A11		T.DISCLOSURE of AS.KEY_MATERIAL stored on AS.METER		3		1				ATTACK.PHYSICAL		Compromise of poorly implemented and/or controlled physical security mechanisms		Unauthorized access to physically secured areas housing system assets (e.g. perimeter security breach)		V.ARCHITECTURE, V.NOPOLICIES, V.NOTRAINING, V.NORISK		Locally

		A12		T.DISCLOSURE of AS.KEY_MATERIAL stored on AS.CELL_RELAY		3		1				ATTACK.NATURE		Acts of nature causing system unavailability		Environmental occurrences such as earthquake, flood and fire		V.ARCHITECTURE, V.NOPOLICIES, V.NOTRAINING V.SPOF, V.NORISK		Locally

		A13		T.DOS via a T.PHYSICAL to AS.CELL_RELAY		2		2

		A14		T.DOS to AS.BACKHAUL		2		2

		A15		T.TAMPER of AS.C1219_MESSAGE at AS.CELL_RELAY		2		1

		A16		T.TAMPER of AS.C1219_MESSAGE at AS.IP_BACKHAUL		2		1

		A17		T.TAMPER of AS.C1219_MESSAGE at AS.RF_LAN		2		1

		A18		T.TAMPER by TA.CUSTOMER		1		3

		A19		T.DISCLOSURE of AS.CELL_RELAY using V.REMOTE		1		3

		A20		T.DISCLOSURE of AS.METER using V.REMOTE		1		2

		A21		T.TAMPER of AS.C1219_MESSAGE at AS.AS.METER		1		2

		A22		T.TAMPER of AS.C1219_MESSAGE at AS.ZIGBEE_RF		1		2

		A23		T.DOS via a T.PHYSICAL to AS.RF_LAN		1		1

		A24		T.SPOOF of the AS.METER		1		1

		A25		T.SPOOF of the AS.ZIGBEE_RF		1		1





Security Policies

		Name		Description

		P.EVENT		The organization shall monitor security events to ensure compliance with security policies (e.g. security incident response plan).

		P.PERSONNEL		The organization shall have in place policies, training programs, and reporting and enforcement mechanisms such that personnel know their security role in the organization

		P.INFRASTRUCTURE		The organization shall provide an organizational structure to establish the implementation of the security program, in which the policies can be established, maintained and enforced throughout the organization.

		P.CONFIGURATION		The organization shall provide management and operational security controls necessary to manage the system’s configuration during operations and evaluate and control changes to ensure that the system remains secure.

		P.PHYSICAL		Adequate physical security shall be provided to detect or prevent unauthorized access or connection to the system and its components.

		P.POLICY		The organization and system shall comply with organizational and regulatory policies and controls governing the use of, and implemented by the system to ensure secure operations.

		P.ASSETS		The organization shall provide documentation of the system and its components, to understand the overall security posture.

		P.SAFETY		The organization shall comply with relevant standards to ensure the safety of the system and its operators.

		P.NO_INTERFERE		ICS security controls shall be implemented so as not to impede the minimum required operational capabilities of the ICS, and so as to not impede the safety systems that protect the ICS.

		P.BUSINESS		The ICS shall be operated in accordance with a business continuity policy that addresses the identification of and response to events that adversely affect the ability of the ICS to operate in fulfilling its design goals (e.g. power outages, acts of nature etc).

		P.RISK		The ICS shall be designed, implemented, and operated to meet the risk objectives resulting from a system life-cycle risk management program. The risk management program shall establish a comprehensive and integrated set of risk management goals for issues affecting ICS operation, safety and security.

		P.ENVIRONMENT		The STOE operating environment shall have adequate security controls to counter those threats originating from outside of the defined STOE. The implementation and maintenance of these security controls should be in accordance with organizational security policies similar to those listed in this table and be selected based on the outcomes of a risk assessment.





Risk Categories

		Risk Category Label		Risk Category Description		Threats		Vulnerabilities		Assets

		RISK.MANAGE		Risks associated with the security roles and responsibilities applicable to all ICS users, as well as risks associated with the successful implementation of the organizational security policies.		T.BAD_COMMAND, T.REPUDIATE, T.PRIVILEGE, T.NO_FAULT_RECORD,		V.PLAINTEXT, 
V.SERVICES, 
V.REMOTE, 
V.ARCHITECTUREV.NOPOLICIES, 
V.NOTRAINING, 
V.3RDPARTY 
V.NORISK		ASSET.ACTUATOR, 
ASSET.SENSOR, 
ASSET.CONTROLLER, 
ASSET.HMI, 
ASSET.REMOTE, 
ASSET.COMMS, 
ASSET.CTRLPROCESS

		RISK.SECPOLICY		Risks associated with the development, endorsement and maintenance of the instruction stipulated by the corporate security policies.		T.BAD_COMMAND, T.REPUDIATE, T.PRIVILEGE, T.NO_FAULT_RECORD, T.INFECTION		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTUREV.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.RISKMAN		Risks associated with the management of the risk assessment processes for the ICS.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.BAD_COMMAND, T.SPOOF, T.REPUDIATE, T.DOS, T.PRIVILEGE, T.NO_FAULT_RECORD, T.DISASTER, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.COMPLY		Risks associated with not meeting internal and statutory requirements.		TBD		V.ARCHITECTUREV.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.ASSETCTRL		Risks associated with asset classification, labelling, media management and accountability.		T.REPUDIATE, T.PRIVILEGE, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.PERSONNEL		Risks associated with personnel vetting, security awareness, training, separation of duties and system usage agreements.		T.BAD_COMMAND, T.SPOOF, T.REPUDIATE, T.PRIVILEGE, T.NO_FAULT_RECORD, T.DISASTER, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.PHYSICAL		Risks associated with unauthorized physical access and/or damage to system components.		T.PHYSICAL_ACCESS		V.ARCHITECTUREV.NOPOLICIES, V.NOTRAINING, V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS

		RISK.ENVIRON		Risks associated with the effects of natural disasters, such as fire, flood and earthquake.		T.DISASTER		V.ARCHITECTUREV.SPOF, V.NOPOLICIES, V.NOTRAINING, V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.EVIL_ACCESS		Risks associated with the illicit use, modification and destruction of company data or inappropriate access to information.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.BAD_COMMAND, T.SPOOF, T.REPUDIATE, T.DOS, T.PRIVILEGE, T.NO_FAULT_RECORD		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.NEED2KNOW		Risks associated with the threat to information confidentiality and privacy, unauthorised disclosure and clear desk practices.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.SPOOF, T.PRIVILEGE		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTUREV.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.INTEGRATE		Risks associated with the integration of security requirements into the systems development cycle and the selection of third party products.		TBD		V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.NETCOMMS		Risks associated with the protection of network communications at the logical and physical layers.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.CTRL_TAMPER, T.SPOOF, T.DOS, T.NO_FAULT_RECORD, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.CONNECT		Risks associated with connections to other IT systems.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.SPOOF, T.DOS, T.PRIVILEGE, T.NO_FAULT_RECORD, T.INFECTION		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.INTERNET		Risks associated with the use of the Internet and email services both internal and external to the ICS.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.SPOOF, T.DOS, T.PRIVILEGE, T.INFECTION		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.REMOTE		Risks associated with the connection of remote users to the ICS network.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.SPOOF, T.DOS, T.PRIVILEGE, T.INFECTION		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.ONLINE		Risks associated with the delivery of online services, including statutory requirements, security issues and controls, publishing and third-party security.		T.DISCLOSURE, T.DOS, T.NO_FAULT_RECORD, T.INFECTION		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.OPSMANAGE		Risks associated with managing system changes, such as changes not approved or audited correctly, lack of consultation with relevant parties, loss of skilled people, and lack of correct documentation.
Risks associated with the use of technology for data and system control, including data protection, backup, disaster recovery, inadequate security, and insufficient capacity, etc.		T.DISCLOSURE, T.EVIL_ANALYSIS, T.EVIL_MODIFICATION, T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.BAD_COMMAND, T.SPOOF, T.REPUDIATE, T.DOS, T.PRIVILEGE, T.NO_FAULT_RECORD, T.DISASTER, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO

		RISK.IDS		Risks associated with security auditing, security breach detection and response, incident reporting and forensic evidence requirements.		T.BAD_COMMAND, T.REPUDIATE, T.NO_FAULT_RECORD,		V.SERVICES, V.NOPOLICIES, V.NOTRAINING, V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS

		RISK.CONTINUITY		Risks associated with ensuring the uninterrupted availability of all key business resources required to support essential (or critical) business activities.		T.EVIL_DESTRUCTION, T.CTRL_TAMPER, T.BAD_COMMAND, T.DOS, T.DISASTER, T.INFECTION, T.PHYSICAL_ACCESS		V.PLAINTEXT, V.SERVICES, V.REMOTE, V.ARCHITECTURE, V.SPOF, V.NOPOLICIES, V.NOTRAINING, V.3RDPARTY V.NORISK		ASSET.ACTUATOR, ASSET.SENSOR, ASSET.CONTROLLER, ASSET.HMI, ASSET.REMOTE, ASSET.COMMS, ASSET.CTRLPROCESS, ASSET.CTRLINFO, ASSET.BUSINFO





Security Objectives

		Objective Label		Objective Description

		O.PHYSICAL		The STOE must provide protection at the physical boundaries of the ICS to prevent access to the protected assets by unauthorized users.

		O.RISK		ICS risk assessment shall be conducted throughout the life-cycle of an ICS, such that a documented and approved risk assessment process is conducted initially, and reviewed with each change to the manufacturing process or change to the ICS; and to ensure that changing vulnerabilities do not degrade the security of the ICS.

		O.NON_INTERFERENCE		The ICS security functions shall be implemented in a non-interfering manner such behavior of the ICS functions and safety functions are able to meet their performance constraints.

		O.INTERCONNECTIVITY		ICS security functions shall include the capability to secure interfaces and interconnectivity of ICS related safety systems, as required.

		O.DATA_BACKUP		The STOE must include provisions for ICS data and control information (including executable software and control data) to assure the ability for timely recovery to an operating state if the ICS is compromised or damaged. The data backup procedures should follow industry best practices including (but not limited to) secondary storage locations, testing of recovery procedures, and a back up interval either driven by configuration changes or a specified time interval or a combination of both.

		O.DATA_AUTHENTICATION		The STOE shall authenticate configuration change commands such that configuration (control algorithms, set points, limit points, etc.) cannot be changed unless the origin of the command can be positively established.		The STOE shall authenticate financial or other business critical information sent from the STOE to external systems.

		O.CONTINUITY		The ICS shall ensure continuity of operations in accordance with a business continuity policy that addresses a known set of anticipated events that might adversely affect the operational capability of the ICS.

		O.MANAGEMENT		A policy for governing security shall be defined to establish the following:
-􀂃 An organization-wide, security management infrastructure
-􀂃 Identified roles and responsibilities, together with explicit authority to ensure operational security within the management infrastructure

		O.MIGRATION		The ICS shall have a migration strategy providing the capability to govern the evolution of the control system throughout its security operational life cycle. The migration strategy shall address at a minimum:		Assessment of new vulnerabilities and appropriate/necessary mitigating actions to control/reduce new vulnerabilities. This may include maintenance of the current system state (components, configuration, patches, etc).		The integration between computer implemented and personnel implemented procedures.

		O.COMPLIANCE		The ICS shall be operated in compliance with relevant governing mandates.

		O.3RDPARTY		Policies governing the roles, responsibilities and activities authorized for individuals not employed by the control system operating organization shall be developed.

		O.REMOTE		The policies shall establish methods for on-site internal, on-site remote, and off-site remote access to control system resources.

		O.ACCESS_CONTROL		The ICS shall provide the capability to grant or deny access to control system resources based upon the action being performed, and the authorizations associated with authorized subjects.		The ICS shall deny unauthorized agents access to every control system resource.		The ICS shall require that each agent authorized to use the control system is identified and is provided with credentials to authenticate their identity.		The ICS must be able to include knowledge of the control system state and/or the controlled process state when making an access control decision.		The ICS shall include knowledge of time and location in the rules for making an access control decision.

		O.SECURE_COMMS		The ICS shall provide the capability to prevent or detect, as required, the loss of integrity of the ICS operational communications capability.		The ICS shall provide the capability to allow information flows only between those endpoints authorized by the system.

		O.DATA_INTEGRITY		The ICS shall provide the capability to protect information flows from replay, substitution or modification.		The ICS shall provide the capability to allow the recipient of an authorized information flow to verify the correctness of the received information.

		O.CONFIDENTIALITY		The ICS shall protect the confidentiality of information determined by the respective owners as requiring protection, including, but not limited to, information related to business, financial and control data.

		O.AVAILABILITY		The ICS shall have continuity of availability for operational capability.		The ICS shall be capable of continuing operation if a control server is unavailable for any reason.		The ICS shall be capable of continuing operation if the primary communications channel is unavailable for any reason.

		O.SYSTEM_INTEGRITY		The ICS shall provide the capability to prevent or detect, as required, the loss of integrity of the ICS operational system configuration and capability.		The ICS shall provide the capability to restrict access to the functions used to establish and maintain the secure operational configuration of the ICS.

		O.SYSTEM_DIAGNOSTICS		The ICS shall be capable of performing self-tests to verify the configuration and integrity of the security functions of the ICS.		The ICS shall provide the capability for self-test to be executed on start-up, at periodic intervals, and on demand.

		O.MONITORING		The ICS shall be capable of detecting unauthorized activity, unusual activity and attempts to defeat the security capabilities of the ICS.

		O.AUDIT		The ICS shall provide the capability to record and maintain event traces that reflect the successful and unsuccessful security relevant activities involving ICS resources.

		O.IDS		The ICS shall be capable of detecting unauthorized activity, unusual activity and attempts to defeat the security capabilities of the ICS.		The control system shall be capable of initiating action in response to the detection of a potential violation of the ICS security policy.
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RatingLikelihoodAndConsequences

				Consequence

		Likelihood		1		Insignificant - no impact/consequence

				2		Minor - would threaten an element of the function

				3		Moderate - necessitating significant adjustment to overall function

				4		Major - would threaten functional goals / objectives

				5		Catastrophic - would stop achievement of functional goals / objectives

		Consequence

				Liklihood

				A		Almost Certain - expected in most circumstances

				B		Likely - will probably occur in most circumstances

				C		Possible - could occur at some time

				D		Unlikely - not expected to occur

				E		Rare - exceptional circumstances only





ANZ 4360 Risk Levels

								Consequences

								Negligable		Minor		Moderate		Major		Severe

								1		2		3		4		5

		Likelihood		A (Almost certain)				M		H		H		E		E

				B (Likely)				M		M		H		H		E

				C (Possible)				L		M		M		H		E

				D (Unlikely)				L		M		M		M		H

				E (Rare)				L		L		M		M		H

				E		Extreme Risk: Immediate action required to mitigate the risk or decide not to proceed

				H		High Risk: Action should be taken to compensate for the risk

				M		Moderate Risk: Action should be taken to monitor the risk

				L		Low Risk: Routine acceptance of the Risk
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